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Overview

A correctly architected and highly available solution provides applications with the largest amount of
acceptable operational uptime by countering the impact of unplanned downtime. Although downtime can
also be planned—for maintenance and patching, for example—the unplanned outages have the greatest
effect on production uptime. This paper will discuss the requirements of defining high availability for
VMware vCenter Server™ on Microsoft Windows and VMware vCenter™ Server Appliance™, with
recommendations and best practices for providing acceptable levels of protection.

Availability Considerations for vCenter Server 6.0

vCenter Server can be a single point of failure in the environment. Many VMware® solutions, such as
VMware Horizon® Suite, VMware vRealize™ Automation™, and so on, are layered on top of vCenter Server;

its availability impacts the usability of these components. Loss of vCenter Server curtails the ability of these
solutions to perform many critical functions such as making changes and creating new virtual machines (VMs).

VMware vCenter comprises multiple components. To provide reliable availability options, an understanding of
what these components entail, including dependencies, is required.

Platform
Services
Controller

vCenter Server Host or VM

Figure 1. vCenter Server 6.0 Components

The primary vCenter components are vCenter Server and the Platform Services Controller (PSC).
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vCenter Server

Many of the traditional services have been consolidated into the vCenter Server node. The following are
vCenter Server services:

* VMware vCenter core components

« VMware vSphere® Web Client

+ VMware vCenter Inventory Service

* VMware vSphere Storage Profile drive storage

* VMware vSphere Auto Deploy™

* VMware vSphere Syslog Collector

* VMware vSphere ESXi™ Network Dump Collector

Platform Services Controller

The PSC supports data and state replication and includes the following set of common infrastructure services
that can be used by vCenter Server, VMware vRealize Suite, and other solutions:

* Single sign-on (SSO)

* Licensing

« Certificate authority

* Global permissions

+ Other common services

vCenter Server Components and Their Availability Characteristics

« vCenter Server - vCenter Server services that encompass a majority of its functions, excluding those
performed by the PSC, are run on a standalone server that can be a single point of failure. Failure of this
server causes loss of these vCenter Server services. Greater availability can be achieved by ensuring that
these services are monitored and any failure is remediated.

» Database services - vCenter Server depends on database services that can be internal or external to the
server. This is also a single point of failure. The database server must be monitored and protected from all
types of failures.

» Platform Services Controller - There can be multiple PSC instances. They replicate state information between
themselves, so it is not a single point of failure if there is more than one per site.
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vCenter Server High-Availability Solutions
and Configurations

There are multiple solutions for high availability. Many of these options can be combined to provide different
levels of availability. We will look at all available solutions and discuss their configuration, pros and cons, and
applicability to vCenter Server.

VMware vSphere High Availability

VMware vSphere High Availability (vSphere HA) is the time-tested high-availability solution from VMware
that is widely used for production environments. If configured with no single points of failure, it can protect the
workloads from hardware failures. In the event of any hardware failure, the protected workload is automatically
restarted in the remaining nodes of the cluster. There is an outage for the workload for the duration of the
detection of the failure and the restart of the VM and the application. vSphere HA is very easy to set up and
manage and is the simplest high-availability solution available for protecting virtual workloads.

Protecting vCenter Server with vSphere HA

VMware recommends leveraging vSphere HA and VMware vSphere Distributed Resource Scheduler™
(vSphere DRS) if licensing permits.

Prerequisites
« Verify that the vCenter Server system and its configuration files reside on shared storage.

» Verify that the hosts are configured to access the shared storage so you can power on the VMs by using
different hosts in the cluster.

« Verify that hosts are configured to have access to the VM network.

« Verify that you are using redundant management network connections for vSphere HA.
For information about setting up network redundancy, see “Best Practices for Networking.”

« Verify that you have configured hosts with at least two datastores to provide redundancy for
vSphere HA datastore heartbeating.

» Connect vSphere Web Client to vCenter Server using an account with cluster administrator permissions.

Procedure for New Cluster

1. InvSphere Web Client, browse to the data center where you want the cluster to reside and click
Create a Cluster.

2. Complete the New Cluster Wizard. Do not turn on vSphere HA or vSphere DRS.
3. Click OK to close the wizard and create an empty cluster.

4. Based on your plan for the resources and networking architecture of the cluster, use vSphere Web Client to
add hosts to the cluster.

5. Browse to the cluster and enable vSphere HA.
a. Click the Manage tab and click Settings.
b. Select vSphere HA and click Edit.
c. Select Turn On vSphere HA.
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6. Select Host Monitoring. Enabling Host Monitoring enables hosts in the cluster to exchange network
heartbeats and enables vSphere HA to take action when it detects failures.

7. Choose a setting for Virtual Machine Monitoring. Select VM Monitoring Only to restart individual VMs if
their heartbeats are not received within a set time. You can also select VM and Application Monitoring to
enable application monitoring.

8. Click OK.

vSphere HA is now turned on and can help reduce downtime for the vCenter Server system during hardware
failures. As part of the configuration, enable Host Hardware Monitoring with protection against storage
connectivity loss. This will help in situations such as All Paths Down (APD) and PDL (Permanent Device Loss).
In the event of a storage failure, the VM is restarted on a healthy host.

vSphere HA and vSphere DRS Affinity Rules
vSphere HA failover can be specified for the following two types of rules:

« VM antiaffinity rules force specified VMs to remain apart during failover actions.
* VM host affinity rules place specified VMs on a particular host or a member of a defined group of hosts during
failover actions.

When editing a vSphere DRS affinity rule, select the checkbox or checkboxes that enforce the preferred failover
action for vSphere HA.

* vSphere HA is subject to VM antiaffinity rules during failover. If VMs with this rule are placed together, the
failover is aborted.

* vSphere HA is subject to VM-to-host affinity rules during failover. vSphere HA attempts to place VMs with this
rule on the specified hosts if possible.

vSphere DRS affinity rules help protect vCenter Server and database components by providing appropriate
separation between the primary and standby servers and also between multiple PSCs.

Affinity rules can be used to keep the vCenter Server system within a small group of hosts because they can
help detect the host location of the system itself in the event of its failure. If the vCenter Server system uses a
dedicated external database server, affinity rules can be used to keep them together on the same physical host.
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Additional vSphere HA Considerations
» Enable and configure proper admission control for the cluster.

» Set the VM restart priority to High for the VM or VMs that are hosting the vCenter Server system and database.

VMware vSphere HA

®

Application
Restart

VMware vSphere VMware vSphere

@)

Figure 2. vSphere HA to Protect vCenter Server Combined with Watchdog for Application Restart

Watchdog Protection for vCenter Server

Watchdog is a process that monitors and protects vCenter Server services. It is available on both the
vCenter Server Appliance and the Microsoft Windows-based vCenter Server versions and is enabled by
default. If any services fail, Watchdog attempts to restart them. If it cannot restart the service because of

a host failure, vSphere HA restarts the VM, running the service on a new host. Watchdog can provide better
availability by using vCenter Server processes (PID Watchdog) or the vCenter Server API (APl Watchdog).
Each vCenter Server process has a separate Watchdog process associated with it. The following is an example
with vCenter Server Appliance:

ps -ef | grep vmware-watchdog

root 7398 1 0 Mar27 ? 00:00:00 /bin/sh /usr/bin/vmware-watchdog -s rhttpproxy -u 30 -q 5
/usr/sbin/rhttpproxy -r /etc/vmware-rhttpproxy/config.xml -d /etc/vmware-rhttpproxy

root 11187 1 0 Mar27 ? 00:00:00 /bin/sh /usr/bin/vmware-watchdog -s vws -u 30 -g 5
/usr/lib/vmware-vws/bin/vws.sh

root 12041 1 0 Mar27 ? 00:09:58 /bin/sh /usr/bin/vmware-watchdog -s syslog -u 30 -g 5 -b
/var/run/rsyslogd.pid /sbin/rsyslogd -c 5 -f /etc/vmware-rsyslog.conf

root 12520 1 0 Mar27 ? 00:09:56 /bin/sh /usr/bin/vmware-watchdog -b
/storage/db/vpostgres/postmaster.pid -u 300 -g 2 -s vmware-vpostgres su -s /bin/bash vpostgres
root 29201 1 0 Mar27 ? 00:00:00 /bin/sh /usr/bin/vmware-watchdog -a -s vpxd -u 3600 -gq 2
/usr/sbin/vpxd
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Starting with vSphere 6.x, a Python daemon called APl Watchdog checks the status of APIs for the vpxd service.
If the APIs are not running, APl Watchdog attempts twice to restart the service. If that still does not resolve the
issue, APl Watchdog then reboots the VM. APl Watchdog starts running immediately after deployment of
vCenter Server Appliance. On vCenter Server for Windows, however, vCenter Server must be rebooted once
before APl Watchdog starts working.

VMware vSphere Fault Tolerance

In the event of server failures, VMware vSphere Fault Tolerance (vSphere FT) provides continuous availability
for applications with as many as four virtual CPUs. It does so by creating a live shadow instance of a VM that is
always up to date with the primary VM. In the event of a hardware outage, vSphere FT automatically triggers
failover, ensuring zero downtime and preventing data loss. Like vSphere HA, it protects against hardware failure
but completely eliminates downtime with instantaneous cutover and recovery. After failover, vSphere FT
automatically creates a new, secondary VM to deliver continuous protection for the application.

vSphere FT offers the following benefits:
» Protects mission-critical, high-performance applications regardless of operating system (OS)
* Provides continuous availability, for zero downtime and zero data loss with infrastructure failures

» Delivers a fully automated response

When virtualizing vCenter Server, technologies such as vSphere FT can help protect the vCenter management
server from hardware failures. Compared to vSphere HA, vSphere FT can provide instantaneous protection,
but the following limitations must be considered:

* The vCenter Server system is limited to four vCPUs.

» vSphere FT protects against hardware failures but not against application failures.

» vSphere FT cannot reduce downtime for patching-related outages.

« vSphere FT has resource requirements that can create additional overhead.

Because vSphere FT is suitable for workloads with a maximum of four vCPUs and 64GB of memory, it can be
used in “tiny” and “small” vCenter Server deployments.

Instantaneous VM

Failover Four
vCPUs

p-
A8

Primary Secondary

Figure 3. vSphere Fault Tolerance for vCenter Server Protection
vSphere FT can be turned on through vSphere Web Client.

When vSphere FT is turned on, vCenter Server resets the VM’s memory limit and sets the memory reservation to
the memory size of the VM. While vSphere FT remains turned on, memory reservation, size, and limit as well as
number of vCPUs and shares cannot be changed. In addition, disks for the VM cannot be added or removed.
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Connect vSphere Web Client to vCenter Server using an account with cluster administrator permissions.

Prerequisites for Using vSphere FT
All hosts with vSphere FT enabled require a dedicated 10Gbps low-latency VMkernel interface for vSphere FT
logging traffic.

The option to turn on vSphere FT is unavailable (dimmed) if any of these conditions apply:

* The VM resides on a host that does not have a license for the feature.

* The VM resides on a host that is in maintenance mode or standby mode.

* The VM is disconnected or orphaned—that is, its VMX file cannot be accessed.
* The user does not have permission to turn the feature on.

Configuration Procedure
In vSphere Web Client, browse to the VM for which you want to turn on vSphere FT.

Right-click the VM representing vCenter Server and select Fault Tolerance > Turn On Fault Tolerance.
Click Yes.

Select a datastore on which to place the secondary VM configuration files. Then click Next.

A A A

Select a host on which to place the secondary VM. Then click Next.
6. Review your selections and then click Finish.

The specified vCenter Server VM is designated as a primary VM; a secondary VM is established on another host.
The primary vCenter Server VM is now fault tolerant.

Third-Party Tools Leveraging the VMware Application Monitoring API

Third-party tools such as Symantec ApplicationHA provide monitoring capabilities for applications running
inside VMs. vSphere HA has an API that enables third-party vendors to develop agents that can monitor the
health of an application running within the guest OS and inform vSphere HA when a problem is detected.
Symantec is an example of a partner to have developed an agent for providing application awareness within a
vSphere cluster. Symantec ApplicationHA runs inside the application and is fully integrated with vSphere HA
and vCenter Server.

An agent is installed in the VM to monitor the health of the application resources. If a configured application
instance or associated services become unavailable, the agent automatically detects it and tries to start the
application services for a configurable number of attempts. If the application services fail to start, the agent
interprets this as an application failure and reports the status to vSphere HA. vSphere HA can then restart the
VM. After the VM restarts, the agent starts the application services and brings the configured resources online
on the system.

This solution does not use a standby VM; instead, it restarts the services or, if all else fails, restarts the VM itself.
Planned downtimes relating to patching the OS or application are not protected by this solution. The configuration
of third-party tools is outside the scope of this document.
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Virtual Machine Guest Operating System Clustering Solutions

Several applications use clustering, including stateless applications such as Web servers and applications with
built-in recovery features such as database servers. A typical clustering setup includes disks that are shared
between nodes. A shared disk is required as a quorum disk. In a cluster of VMs across physical hosts, the
shared disk must be on a Fibre Channel (FC) SAN, FCoE, or iSCSI. A private heartbeat network is required
between the nodes.

Figure 5 shows two VMs that run clustering software at the OS level with application monitoring and
remediation. The VMs share a private heartbeat and a public network connection backed by shared storage.

ESXi Host ESXi Host

Nodel Node2

A

Quorum
(Shared Disk)

Figure 4. In-Guest Clustering Setup

This solution uses a primary and a standby VM for a particular application being protected. The cluster
framework monitors the health of the application resources. If a configured application instance or associated
services become unavailable, the cluster services fail over the services to the standby node. Planned downtimes
relating to patching the OS are protected by this solution because the application can be failed over to the
standby VM during OS patching and the downtime can be minimized.

Windows Server Failover Clustering (WSFC) is one method of guest OS clustering that can be used with the
Windows version of vCenter Server 6.0. This method is described in “Appendix A.”
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Summary: vCenter Server 6.0 Availability Options

vCenter Server can leverage all the solutions for high availability previously discussed. The actual solutions used
depend on customer requirements. Table 1 shows the various solutions, their features, and their cost and
complexity ratings. The more solutions that are used, the more expensive and complex they are. The choice
should be dictated by minimum customer requirements for vCenter Server availability.

HA VM APPLICATION |[FAILOVER| HARDWARE os COST AND
SOLUTION | RESTARTING | MONITORING TIME MAINTENANCE | MAINTENANCE |[COMPLEXITY
DOWNTIME DOWNTIME
vSphere HA + YES YES MED NONE HIGH LOW

Watchdog (WD)

vSphere HA + YES YES NONE NONE HIGH MED
WD +
vSphere FT

vSphere HA + YES YES MED NONE HIGH MED
Third-Party
Monitoring

Guest Failover NO YES LOW MED LOW HIGH
Cluster

vSphere HA + YES YES LOW NONE LOW HIGH
Guest Failover
Cluster

Table 1. Availability Solutions for vCenter Server and Their Features
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High Availability for the
Platform Services Controller

Multiple external PSCs can be deployed at a single site serving one or more vCenter Server system. A load
balancer is required to front-end the PSC instances. By having more than one PSC instance behind the load
balancer, the PSC can be made highly available.

Replicating
=

External Platform External Platform
Services Controller Services Controller

PSC Host OS PSC Host OS

¥ \ 2

Load Balancer

»

vCenter Server vCenter Server

vCenter Server Host OS vCenter Server Host OS

Figure 5. PSC High-Availability Configuration
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Deployment Modes for vCenter Server and PSC

Local vCenter Server and PSC High Availability

This model protects the PSC service by having multiple instances of PSCs locally behind a load balancer.
Failure of a PSC does not impact the usage of the infrastructure. The PSCs replicate state information between
each other and should be separated from one another physically using antiaffinity rules. The clustered
vCenter Server systems interact with the PSCs through a load balancer.

Replicating
= i

External Platform External Platform
Services Controller Services Controller

PSC Host OS PSC Host OS

Load Balancer

Lo »

Clustered vCenter Clustered vCenter
Server Server

vCenter Server Host OS vCenter Server Host OS

Figure 6. Local vCenter Server and PSC High Availability
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Multisite vCenter Server and PSC Basic Architecture

In this configuration, each site is independent, with PSC replication between sites. The vCenter Server system
detects site topologies and uses the local PSC under normal circumstances. Users can seamlessly move the
vCenter Server systems between PSCs when necessary. This topology enables Enhanced Linked Mode, which is
facilitated by the PSC. Enhanced Linked Mode provides for a single point of management for all vCenter Server
systems in the same vSphere domain. In vSphere 6.0, the Windows-based and virtual appliance-based
vCenter Server systems have the same operational maximums and can belong to the same Linked Mode
configuration. The configuration replicates all licenses, global permissions, tags, and roles across all sites.

Los Angeles New York Miami

Common SSO Domain

External Platform Services External Platform Services External Platform Services
Controller Controller Controller

PSC Host OS PSC Host OS PSC Host OS

vCenter Server vCenter Server vCenter Server

vCenter Server Host OS vCenter Server Host OS vCenter Server Host OS

Figure 7. Multisite vCenter Server and PSC Basic Architecture

Multisite vCenter Server and PSC with High Availability
The following factors enable this solution to combine high availability at a local site with a multisite configuration:

» Eachsite is populated with at least two PSCs.
« vCenter Server nodes are individually clustered.

Los Angeles New York Miami

Common SSO Domain

xterna atorm xterna atorm xterna atorm

Servi Servi Servi
xternal Platform xternal Platform xternal Platform
[ Services Controller [ Services Controller [ Services Controller

PSC Host OS PSC Host OS PSC Host OS

Load Balancer Load Balancer Load Balancer

P T

Clustered vCenter Clustered vCenter Clustered vCenter

Server

vCenter Server Host OS

Server Server

vCenter Server Host OS vCenter Server Host OS

Figure 8. Multisite vCenter Server and PSC High-Availability Architecture
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Recovery Options

The availability options discussed protect vCenter Server from minor disasters. Some disasters are caused by
other factors such as data loss, corruption, and so on. There are recovery solutions that protect against these
types of failures. The following technologies and best practices provide an acceptable level of vCenter Server
recoverability, regardless of whether there is an SLA for vCenter Server specifically or vCenter Server is part
of a workload SLA.

VMware vSphere Replication

VMware vSphere Replication™ can replicate VMs within a site or across sites to add another layer of protection.
To perform a VM recovery, vSphere Replication requires that vCenter Server and vSphere Web Client be online.
Even with this requirement, it might still be possible to utilize vSphere Replication to protect vCenter Server.
For example, with multiple vCenter Server systems—one that is still available can be used to recover the failed
vCenter Server system—this might be in the same physical location or in a different one.

In this scenario, the VM running vCenter Server will be replicated to a remote site designated as the recovery
site. vCenter Server can be recovered in the replicated site and be usable as long as its IP address or subnet is
available and reachable in the recovery site.

VMware vSphere Data Protection

VMware vSphere Data Protection™ is a backup-and-recovery solution included with all vSphere 6.0
editions. It is deployed as a virtual appliance and is based on industry-leading EMC® Avamar® technology.
vSphere Data Protection is an agentless solution that utilizes VM snapshots to back up and restore entire VMs,
individual virtual machine disk (VMDK) files, and individual files inside the VM.

vSphere Data Protection is managed using vSphere Web Client. If vCenter Server and the corresponding
vSphere Web Client server go offline, Emergency Restore can be used to restore VMs, including those running
vCenter Server components. Emergency Restore enables direct-to-host recovery of a VM without the need for
vCenter Server and vSphere Web Client. This makes it useful for backing up vCenter Server components when
they are running in one or more VM.

vSphere Data Protection utilizes the Windows Volume Shadow Copy Service (VSS) provider built into
VMware Tools™. When an image-level backup of a Windows VM is performed, applications for which a VSS
writer is installed—such as Microsoft SQL Server and the Windows file system—are quiesced just before the VM
snapshot for the backup job is created. This results in backups that are application-level and file-level consistent.
Backups of Linux-based VMs are considered crash consistent.
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Recommendations for Protecting vCenter Server with vSphere Data Protection

* Run all vCenter Server components in one or more VMs.

« Verify that DNS is properly configured for all vCenter Server VMs, vSphere hosts, and vSphere Data Protection
virtual appliances in the environment. Name resolution must be possible using both the fully qualified domain
name (FQDN) and the host or short name, as well as by reverse lookups, for each VM.

» Deploy vSphere Data Protection to the same cluster where vCenter Server is located.

» Create animage-level (entire VM) backup job for all VMs that contain and support vCenter Server components.
Having a backup job for only the vCenter Server VMs makes it easy to run a manual backup job, in addition to
the scheduled job, before patching or updating vCenter Server components and VMs.

» Schedule the backup job to run daily, with a retention policy of at least 10 days.
+ Schedule the backup job for when vCenter Server utilization is typically low.

« Configure a vCenter Server alarm to notify administrators when a protected VM is running on a snapshot.
See VMware Knowledge Base article 1018029.

» Configure a vCenter Server alarm to notify administrators when a protected VM requires consolidation.
See VMware Knowledge Base article 2061896.

» Configure email notification to provide information on the status of the vSphere Data Protection appliance
and its backup jobs.

* Routinely perform “practice restores” to verify the integrity of the backups.

Conclusion

There are multiple high-availability options for VMware vCenter Server 6.0. VMware vSphere High Availability,
VMware vSphere Fault Tolerance, and watchdog processes can all be leveraged to protect vCenter Server
services. Multiple instances of Platform Services Controllers behind a load balancer provide high availability.
Windows Server Failover Clustering (WSFC) can be used to further improve availability and protect a
vCenter Server environment. Based on customer requirements, multiple deployment modes can be leveraged
for availability in local and multisite configurations.

References

Disk Quorum and Clustering Requirement

vCenter Deployment and System Requirement
WSFC in VMware Environments

WSFC Failover Knowledge Base

vCenter Installation

Database Full Recovery Model for vCenter
Troubleshooting Guide for vSphere and vCenter 6.0

Creating a Windows Server Cluster

©w o N e NN

vCenter Server High Availability with Windows Server Failover Cluster and DFS
10. Estimating Application Availability in ESXi Clusters
11. VMware High Availability Analysis

12. Supported vCenter High Availability Options

TECHNICAL WHITE PAPER / 16


http://pubs.vmware.com/vsphere-55/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-55-setup-mscs.pdf
http://www.vmware.com/files/pdf/vcenter/VMware-vCenter-Server-5.5-Technical-Whitepaper.pdf
http://pubs.vmware.com/vsphere-55/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-55-setup-mscs.pdf
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2002249
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2058274
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1001046
https://pubs.vmware.com/vsphere-55/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-55-troubleshooting-guide.pdf
http://technet.microsoft.com/en-us/library/cc730647.aspx
http://notes.doodzzz.net/2014/06/14/vcenter-server-high-availability-with-microsoft-failover-cluster-and-dfs-unsupported/
http://blogs.vmware.com/apps/2013/07/estimating-availability-of-sap-on-esxi-clusters-examples-2.html
http://www.availabilitydigest.com/public_articles/0712/sap_vmware.pdf
http://kb.vmware.com/kb/1024051

VMware vCenter Server 6.0 Availability Guide

Appendix A: Protecting
Windows vCenter Server 6.0 with
Windows Server Failover Clustering

The following steps provide guidance on setting up Windows Server Failover Clustering (WSFC) to protect the
services of the vCenter Server management node.

vCenter Cluster
. Role

P Two-Node WSFC Cluster AN

vCenter vCenter
Inventory Service Inventory Service

vSphere vSphere
Web Client Web Client

Windows Server 2012 VM Windows Server 2012 VM

Shared RDM
Where vCenter Files
Are Stored

vCenter

Database

SQL Server 2012

Figure A. vCenter Server Components for Use with Windows Server Failover Clustering

Step-by-Step Guide
1. Create a VM and install Windows GOS.

Recommended for CISWIN:
« Windows-2K8-R2-DataCenter
* Windows-2K12-R2-DataCenter

2. Add two RDM disks to the VM. There is no size requirement for choosing the two RDM disks; generally the
disk that acts as a quorum disk is smaller than the one that is used for vCenter Server installation.

VM > Edit settings > New device > RDM Disk

Make sure that the RDMs are mounted first.
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Change Type @ CDIDVD Drive

» [l Network adapter 1 [ Floppy Drive [+ connect...

» (@) CD/DVD drive 1 R [] connect

» [ Floppy drive 1 =Y Parallel Port LI Connect.

» @l Video card ff§ HostUSB Device
USB Controller

» (@) SATA controller 0

P 2 VMCldevice 505! Device

b+ Other Devices h PCl Device

SCSI Contraller
SATA Controller

Newr device: [ Select - ‘ v] Add

Compatiaility: ESXI 5.5 and later (vM version 10) [ ok || cancel |

Figure 2.1

While adding the RDM disks, create a separate SCSI controller with the bus sharing option set to physical.
Also, ensure that these two disks are independent and persistent (as illustrated in figure 2.2).

VM > Edit settings > New device > RDM Disk
New SCSI control > Bus Sharing option > Physical

Hard disk 1 (RDM 1/Quorum Disk)

+ SCSI Controller: New SCSI Controler > SCSI (1:0)
» Compatibility mode: Physical

* Disk Mode: Independent - Persistent

Hard disk 2 (RDM 2/vCenter Server disk)

* SCSI Controller: New SCSI Controler > SCSI (1:1)
» Compatibility mode: Physical

* Disk Mode: Independent - Persistent
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W Options I SDRS Rules | vApp Options ]

Location
Compatibility Mode
Physical LUN
Shares
Limit- 10Ps
Vittual flash read cache
Virual Device Node
Disk Mode (*)

~ =3 *New Hard disk
Lacation
Cormpatibility Mode
Physical LUN
Shares
Limit- 1OPs
Virtual flash read cache

Virtual Device Node

Disk Mode (%)

| Stare with the virtual machine [=]

| Physical ‘- |
fmfsidevicesidisksinaa 60060160dd071d006820c6f8a36ae411

Mwon

Unlimited |

[ elsd

[scsicontroller1 [ ~ | [ scsiain

Independent-Per.. |+ | @

100 Silem |+

| Normal

Advanced

iz

| Store with the virtual machine ‘ v}

| Physical ‘- |

Nmfsidevicesidisksinaa 600601 60dd071d002ecc35ccalfaedl]
| Normal ‘v ||1000
v

Unlimited
0 |

[scsi controtier1 | « | [ scsigiy

Independent- Per... | v | @

Advanced

|~

MNew device: [

£ RDM Disk

Compatinility: E8¥1 5.5 and later (VM versian 10) ok || cancel

Figure 2.2
3. Power on the VM and format the new disks.
Windows > Server Manager > Storage > Disk Management

« Bring both disks online.

+ Convert both disks to MBR, as they are much less than 2 TB. Other disk formats may create problems
while validating the cluster. Format the disks and assign drive letters.
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erver Manager

‘Server Manager (MSCST-VC-C)

Configuration |3 System Reserved Simple  Basic  NTFS Healthy (System, Active, Primary Partition))

© &8 storage
@ windows Server Backup
= Disk Management

e RAIDS Yolume,

e 4

«=| 7 @m
Actions
2 Disk Management -

’ Rol
Features o] Stals
Disgnostics s (C) Simple  Basic  NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 39 ocee Reors; »
10

Offine
Praperties

Help

R & 2 €

Figure 3.1

4. Install .NET and failover clustering features.

Windows > Server Manager > Features

312AM
B g ®

TECHNICAL WHITE PAPER / 20



E Server Manager

File Action View Help

VMware vCenter Server 6.0 Availability Guide

[l B3

«=%|z2[@H

i. Server Manager (WIN-ORN4RHOZH
i) Roles
4] Features
_,ﬂ Group Policy Management
3w Diagnostics
I é Configuration

53 storage

|| ——1

-

Features

Add Features Wizard

@ Select Features
L=

Features

Confirmation
Progress

Results

Select one or more features to install on this server.
Features:

Description:

MET Framework 3.5.1 Features (Installed)
[] Background Inteligent Transfer Service (BITS)
D BitLocker Drive Encryption
[] BranchCache
Connection Manager Administration Kit
Desktop Experience
DirectAccess Management Consols
Fai Clus
Group Policy Management: (Installed)
Ink and Handwriting Services
Internet Printing Client
Internet Storage Mame Server
LPR. Port Manitor
Message Queuing
Multipath [j&
Metwork Load Balancing
Peer Name Resolution Protocol
Quality Windaws Audio Yideo Experience
Remate Assistance
["1 Remote Differential Comoression

2]

23]

OO0OO0000000~EO00

<

| Eailover Clustering allows multiple
servers ko work together to provide
high availability of services and
applications. Failover Clustering is
often used For file and print services,
database and mail applications.

| o

More about Features

< PBrevious I Next = I

Tnstal I Cancel ]

% Refresh disabled while wizard in use

Figure 4.1

5. Install vCenter Server on one of the RDM disks in the guest. Choose the appropriate RDM disk that is more
than sufficient for vCenter Server installation, while choosing the custom installation path. /Important: the
host name and IP address need to be set to the cluster IP and host name that will be used. This is important
to do before installing vCenter Server to make sure the installation uses this information and stores it.

vCenter Server Installation > Select the storage location
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% YMware vCenter Server 6.0.0 B3

Destination Directory
Select the storage location for this deployment.

Install vCenter Server with an external Platform Services Controller to:
Ci\Program Files\Whwarey, Change... |

Store data for vCenter Server with an external Platform Services Controller in:

CProgramData\VMware, Change... |

= Back I Next > I Cancel I |
Figure 5.1
6. After successful installation, set all the vCenter Services start options to manual.

Windows > Control Panel > Services

MNarne Description Status Startup Type Log On &z

-%Uirtual Disk Provides m... hanual Local Syste...

i C V' Running  Manual wste..
-f‘..-.-._s','\J‘Mware Component Manager Whdware Co... Running  Manual NT SERWIC...

S Whtwvare ESX Agent Manager Whiware ES..  Running  Manual MNT SERWIC...
L5 Vhtware HTTP Reverse Proxy Vihaare HT... Running  Manual Local Syste...
5 Whiare Imventory Service Provides ce.. Running  Manual Local Syste...
C Whhware Message Bus Canfig Service Wivhweare Me... Disabled NT SERWIC...
£5 VMware Performance Charts Supports vi..  Running  Manual NT SERWIC...
£ Wihdwiare Service Control Agent Provides ser..  Running  Manual Local Syste..,
%'\;‘Mware Syslog Collector Collects an...  Running  Manual Local Syste..,
5 iMhware Systern and Hardware Health Manager Palls ESX an.. Running  Manual Local Syste..,
L4 Mhdware wAP| Endpoint Exposesac,. Running  Manual MNT SERWIC..,
5 Wibdwiare wCenter Configuration Service VYhdware wC...  Running  Manual Local Syste..,
-:f.Q'.VMware wCenter workflow manager Yihtware wC...  Running  Manual MNT SERWIC...
25 Vhiware Virtual Datacenter Service Includesir., Running  Manual NT SERWIC..,
G4 Whdware VirtualCenter Server WhAware Wirt., Running  Manual Local Syste..,
'%UMware viervice Manager Whiware wSe.. Running  Manual MNT SERVIC...
-Q-;;',VMware viphere Auto Deploy Waiter Provides ba... Disabled NT SERWIC..,
-f.,-;}',\}Mware wiphere ESXi Durnp Collector Enables sup... Disabled Local Syste..,
S Whwaare wSphere ESX Dump Collector WebService Serves the c... Disabled Local Syste..,
L5, VMiware wSphere Profile-Driven Storage Service Whware wS..  Running  Manual Local Syste..,
5 Viwiare wSphere Web Client Whiware wS,..  Running  Manual MT SERVIC...
i Volurne Shadow Copy Manages an... Manual Local Syste..,
Figure 6.1

7. Power off the VM.
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8. Detach the RDM disks. Do not check the option “delete from disk” while removing the disks from the VM, as
illustrated in figure 8.1. The raw mapping disk (vmdk) files should not be deleted from the disk.

W WM Options | SDRS Rules | vApp Options ]
» [ cPu [ 4 -] @
» B Memory [ 26800 || (we  |~]

» (2 Hard disk 1 [40 S =

» 3 Hard digk 2 100 (e |-

Other disks | Manage other disks |
» @, SCSIcontroller 0 LSI Logic SAS
» @ SCS8l controller1 LS Logic SAS

» MNetwork adapter 1 | W MNetwork ‘ v" M connect

» [ Network adapter 2 | MSCS-DHCP |+| M connect.

» @ COIDVD drive 1 | Datastore IS0 File ~| [ Connect...

L1 Connect

|
» [ Floppy drive 1 | client Device ‘v
\

|
» [ Video card | Specify custom settings |

v

b 8 WMCI device
» (@) SATA controller 0

» Other Devices

New device: [ === Gelect

Compatibility: ESXi 5.5 and later (¥M version 10) | oK ‘ I Cancel
===

Figure 8.1

9. Clone the VM, and choose “customizing the guest OS” option while cloning to make sure that the clone has
a unique identity. This can be done through the default sysprep file, or choose the custom sysprep file while
customizing the guest OS during the clone operation.

Figure 9.1: New Virtual Machine > Select Clone options > Customize the operating system >
New VM Guest Customization Spec

Figure 9.2: New Virtual Machine > Select Clone options > Customize the operating system >
New VM Guest Customization Spec > Use Custom Sysprep answer file
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1 Edit settings [V Customize the operating system
1a Selecta name and folder [ customize this virtual rmachine's hardware (Experimental)

1b Select a compute resource ["] Power onvirtual machine after creation

1c Select storage

1e Customize guest 05

2 Readyto complete

Finish Cancel

Figure 9.1

okt

v New Customization Specification

_ Enter a name for the customization specification and selectthe OS of the target,
2 Use Custom File

3 Configure Network TargetvM Operating System \Windows

Set Operating System
Options [W] Use custom SysPrep answer file

5 Readyto complete

Customization Spec Name: [

Description:

Finish Cancel

Figure 9.2
10. Attach the shared vmdks (RDMs) on both the VMs.

Add both the shared RDMs again to both the VMs. Note that you are not adding the RDMs this time, as they
are already added and mapped to VM-1.

VM > Edit Settings > New Device > Existing disk > choose the vmdks corresponding to the RDMs that
were added to the VM-1 during the VC installation procedure from the VM-1 folder.
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Select File

()

Datastores Contents
» Bprme-statd5-datastore  |*| | | gy MgCS-VC-Active vmdk
» BHCX3_1TB &5 MSCS-VC-Active_1.vmdk
~ EVC-MSCS-1.5T8 &5 MSCS-VC-Active_2vmdk
» [].sdd.sf
» [JUSIms6.0-13
» []YSIMs6.0-9
» [3.naa.60060160dd071dC

» CWin2K8-R2-DC-DB-Acti

» [IMSCB-VC-Passive

» £USImsB.0-12

» [1'¥Win2K8-R2-DC-DB-Acti

» [Win2K8-R2-DC-DB-Pas

» EJUSIms6.0-10 -

File Type: \ Compatible Virtual Disks(*vmdk, *.dsk, *.raw)

Figure 10.1

11. Power on both the VMs.

Information
Name:
Size:
Modified:

MECS-VC-Active_...
100.00 GB
1172672014 11:26...

Cancel |

12. Change the host name and IP on the first VM. Preserve the original host name and IP for creating the

cluster role.

13. Create a MSCS cluster on the first VM by including both nodes to the cluster.

Windows > Server Manager > Features > Failover Cluster Manager> Create a cluster

While creating a cluster, follow the cluster creation steps and choose the option to validate the cluster while
creating it. This will ensure that the two-node cluster is ready for high availability. Figure 13.1 illustrates

choosing the nodes while creating the cluster.
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> Roles
] Features
5 Fallover Cluster Manager
Diagnostics
{} Configuration

&3 storage

Figure 13.1
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ailover Cluster Manager

Failover Cluster Manager

clusters, valid:

at

clusters, and perf changes to your fallover clusters.

A failover cluster is a set of independent computers that work together to increase the availability of services and applications. The clustered servers (called nodes) are connected by physical cables and by software. If one.
of the nodes fails, another node begins to provide services (a process known as failover),

@ WIN-MSCSD.stitede.com

To begin to use failover clustering, first
applications ta it fom a cluster running YA

B} Valdate 5 Confiquration...
Ceate a Cluster.
[ Manage a Cluster..

|8 Eaiover cluster topics on the \Web
B Faiover cluster communities on the

[B Micosoit support page on the Web

include migrating services and

ct Comput 2]
Select this object type:
[Computers Object Types,.
From this location: ‘You must add at least one server.
[eiede.com lincations.
Enter the obiect names to select (examples):
MSCS Check Nares Browse... I

Advanced.. 0K Cancel |,

Multiple Names Found [ %]

More than one object matched the name "MSCS". Select ane or more names:
from this list, or, reenter the name.

fdd

Femoye:

= Cancel

o ] cwe

Matching names:

Name [RDN | Desciiption [ InFolder

MSCST Failover cluster vitual network ... _stitedc. com/Computers
{EMSCST-DEA stited. com/Computers
SIMSCST-DBC Falover cluster vitual network .. stitedc.com/Computers
IMSCST-DEN1 sitedic. com/Computers

1% MSCST-DB-N2 stltedc. com/Computers

& MSCST-DB-P stltede. com/Computers =
&IMSCST-DBS Falover cluster vitual network .. stitedc. com/Computers
RIMSCST-S0L Falover cluster vitual network ... stitedc. com/Computers
(EIMSCST-550-NT stlitedc. com/Computers

&I MSCST-SS0-NODET stlitedc. com/Computers ;I

14. Create a cluster role by choosing a generic service and “VMware Virtualcenter Server” as role/service.

While creating the role/service, assign the old IP and host name to this role. The old host name and IPs
are the same ones that were preserved during step 10.
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ﬁ Cluster Events
Diagriostics
B 5} Configuration
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Figure 14.1
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WIN-MS tlitedc.com

Cluster WIN-MSCS-D _stlitedc.com

T Summary of Cluster WIN-MSCS-D
e
©  WIN-MSCSD has 1 applications/services and 2 nodes

Name: WIN-MSCS-D.stitede.com
Current Host Server: WIN-MSCS-E

Recent Cluster Events: | Eror 22

Networks: Cluster Network 1, Cluster Network 2

Subnets: 2|Pv4 and 01PvE

Quorum Configuration: i Node and Disk Maiority [ Cluster Disk 2 ) - \Waming: Failure of a node or ‘Cluster Disk 2' will cause the cluster to fail. Check the disk and the nodes.

| 2 Configure

Configure high availabilty for a specific service or application, ¢
2003R2.

o

er

Configue a Service of Application...
[ Velidate This Cluster.

=3

.
[ Encble Cluster Shared Volumes...
AddNode..

[ Mgt services and applications...
@ Navigate to Storage to add disks
| Nevigate

@] Services and appiications

EEEEE

EEE!

@ Storage
@] Cluster Events

|8 Falover cluster topics on the Web
B Faiover cluster on the web

@ Select Service or Application

Before You Begin

Select Service.
Client Access Point
Select Starage
Replicate Registry
Settings
Carfitmation

Configure High
Avaiabilty

Summan)

594 High Availability Wizard ]

Select th plication that you want o o s
4 DFS Namespace Server | Description:

FIoHCP Server You can configure igh avaabilly for
5~ Distributed Transaction Coordinator (DTC) some services that were not originally
& File Server designed to 1un on a cluster. For more

5 Generic Application

ice
< Intemet Storage Name Service (iSNS) Server
& Message Queing

PO G

information, see
Ag nd

dows Server

|

[B Mictosoft support page on the Web

15. Add a registry replication after creating the client’s access point in the above step:

Role Creation Wizard > Replicate Registry Settings > Add >
SYSTEM\currentControlSet\Services\VMwareDirectoryService.

“SYSTEM\currentControlSet\Services\VMwareDirectoryService” from HKLM contains the account details
of VMware directory service. This replication is necessary when changing the vmdir account credentials

of the VC.
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B Failover Cluster Manager
& B W212-MSCS-VCC stiitede.c

B Roles Seach o) Quenes w |l v v
3 Nodes Name s Tive Owrer Node Frerty i
4 u Storage
& dais
8 Poots
5 Networks
[8] Cluster Events
?F Replicate Registry Settings
5
Before You Begn Programs o services may fove data i the regutry. Thereiore, £ i impontart 1o have s data avalabie on
the rode on which they am ruming. Speciy the regitry keys under HKEY_LOCAL_MACHINE that shoud
be rephcated to al nodes inthe custer
SYSTEM CumertCortrolSet\Services'\VMware Direcony Service:
Replcate Regary
Sefings
Corfimation
Corfigure High
Avalabity ]
S Add..
v
[cpevos || Met> || Cwed |
e —
Figure 15.1

You can also add the registry replication after the role creation:

Role > Resources tab > Right Click on “VMware Virtualcenter Server” service > Properties >
Registry Replication tab > Add >
SYSTEM\currentControlSet\Services\VMwareDirectoryService
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B Failover Cluster Manager
4 1) W212-MSCS-VCC stitedcc
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(8] Cluster Everns
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mpeart iz have e data Jualable on the Node an whch thay are.
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SYETEM CumeneCortmiSar Servces |\ Mwars Dveceary Sanice.

i A
A .
v {@mm pren: Aoy node
St ormapan. ok | [ Coce |[ sy |

, Vhwar Frvertory Servce e
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) Vidware Sorvice Cortrol Agert () Ordew
s Vihwirn Syslog Cobector ®) Orew
| Wi e System and Mardware Healh Manage #) Oriew
|, Vihwrs vAP! Endport #) Oriew
, Viware vCorter Corfiguraion Service ¥ Orirw
L VM vCerter woddiom manager #) Criew

., Vihware rtusiCenter Server (®) Orire

£y Vhware vSenvce Manager (® Oriew .
o VWwire vSghem Profie-(viven Stormge Service (#) Criew

Figure 15.2
16. Add rest of the vCenter services to the created role/service one by one.

Server Manager > Features > Failover Cluster Manager > New Cluster > Configure a Service or
Application > Generic Service > Select rest of the vCenter services one by one to add them to the
newly created role.

Figure 14.1 illustrates adding resources to the role. Figure 14.2 illustrates how it looks after adding all
service to the cluster role.
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i Server Manager (WIN-MSCS-B)
> Roles
=] Features

WIN-MSCS-A
=] ﬁ Failover Cluster Manager

) £ WIN-MSCS-D.stlitedc.com -« Summary of WIN-MSCS-A
= ¥ services and applications

@)

= [ Nodes Status: Online Auto Start: Yes
é WIN-MSCS-B Alerts: <none>
& a WINTBECSS Preferred Owners: <none>
I Storage 3 i
B3 Notworks Current Owner: WIN-MSCSB
Cluster Events
&3] Diagnostics
Configuration Name | Status |
25 storage Server Name
o8 Name: WIN-MSC (%) Online
Disk Drives
Bl & Cluster Disk 1 (®) Online
Volume: (E) File Spstem: NTFS 100 GE (95.4% free |
Other Resources
 VMware afd Service @ Online

‘f} WMware Component Manager @ Online
f} YMware ESx Agent Manager @ DOnline
8 VMware HTTP Reverse Proxy () Online
_r;} Viware Inventory Service @ Online
3 VMware Performance Chats — (8) Online
f} VMware Service Contral Agent @ Online

3§ VMware Syslog Collector (®) Oriine
fﬁ YMware System and Hardwa... @ Online
£ VMware vAPI Endpaint @ Online

(% VMware vCenter Configuration... () Dnline
;{? YMware vCenter workflow ma... @ Online
[} YMware Virtual D atacenter Se... @ Orline
3 VMware VitualCenter Server  (8) Online
f} WMware vService Manager @ Online
£ YMware vSphere Profile-Drive... (#) Online
F VMware vSphere Web Cliert () Online

Figure 16.1
17. Verify the failover by powering off the VC VM-1 where the services are currently hosted.

After powering off the VM-1, all the services should be up and running on the VM-2. The expected down
time without any load is about 9 minutes.
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E._ Server Manager HE=E
File Action View Help
e A Eall 71 |
% o 0 e
@ 5 Roles ——3 -
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R SE————
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(4 Storage Server Name =
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1 VMwase Component M... (#) Orline
¥ VMware ESX Agent M... (%) Online
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F VMware Service Contr >@ Online
L VMware Syslog Collector r@ Online
" VMware System and H... (#) Online
¥ VMware vAP| Endpoint () Online
(¥ VMware vCenter Confi.. () Online
F WMware vCenter workfL.. (%) Online )
(¥ VMware Virtual Datace... (#) Online @ P T [ — 1 T—
L F VMware VirtualCenter \:f) Online
¥ VMware vService Man... () Online £=| Show Dependency Report
 VMware vSphere Profil . »@ Online More Actions... »
(¥ VMware vSphere Web .. (%) Online x =

[ [ [
Figure 17.1illustrates how it looks after the failover.

18. Useful link:

Creating a Microsoft cluster:
http://technet.microsoft.com/en-us/library/cc730647.aspx
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Additional Recommendations

1. Network adapter teaming should be used for the public network used by clients to connect with
vCenter Server.

2. An antiaffinity rule can be used so both clustered vCenter Server VMs are never on the same host.
See VMware Knowledge Base article 1037959.
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