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Introduction

VMware Virtual SAN 6.1, shipping with vSphere 6.0 Update 1, introduces a new
feature called VMware Virtual SAN Stretched Cluster. Virtual SAN Stretched
Cluster is a specific configuration implemented in environments where
disaster/downtime avoidance is a key requirement. This guide was developed
to provide additional insight and information for installation, configuration and
operation of a Virtual SAN Stretched Cluster infrastructure in conjunction with
VMware vSphere. This guide will explain how vSphere handles specific failure
scenarios and discuss various design considerations and operational
procedures.

Virtual SAN Stretched Clusters with Witness Host refers to a deployment
where a user sets up a Virtual SAN cluster with 2 active/active sites with an
identical number of ESXi hosts distributed evenly between the two sites. The
sites are connected via a high bandwidth/low latency link.

The third site hosting the Virtual SAN Witness Host is connected to both of
the active/active data-sites. This connectivity can be via low bandwidth/high
latency links.

witness
VM

0

o o L f
I (O 0@ @

VMware vSphere & Virtual SAN

VM g VM 8 VM VM

VM g VM g VM VM

Each site is configured as a Virtual SAN Fault Domain. The nomenclature used
to describe a Virtual SAN Stretched Cluster configuration is X+Y+Z, where X is
the number of ESXi hosts at data site A, Y is the number of ESXi hosts at data
site B, and Z is the number of witness hosts at site C. Data sites are where
virtual machines are deployed. The minimum supported configuration is 1+1+1
(3 nodes). The maximum configuration is 15+15+1 (31 nodes).
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In Virtual SAN Stretched Clusters, there is only one witness host in any
configuration.

A virtual machine deployed on a Virtual SAN Stretched Cluster will have one
copy of its data on site A, a second copy of its data on site B and any witness
components placed on the witness host in site C. This configuration is
achieved through fault domains alongside hosts and VM groups, and affinity
rules. In the event of a complete site failure, there will be a full copy of the
virtual machine data as well as greater than 50% of the components available.
This will allow the virtual machine to remain available on the Virtual SAN
datastore. If the virtual machine needs to be restarted on the other site,
vSphere HA will handle this task.
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Support Statements

vSphere versions

Virtual SAN Stretched Cluster configurations required vSphere 6.0 Update 1
(UD). This implies both vCenter Server 6.0 Ul and ESXi 6.0 U1l. This version of
vSphere includes Virtual SAN version 6.1. This is the minimum version required
for Virtual SAN Stretched Cluster support.

vSphere & Virtual SAN

Virtual SAN version 6.1 introduced features including both All-Flash and
Stretched Cluster functionality. There are no limitations on the edition of
vSphere used for Virtual SAN. However, for Virtual SAN Stretched Cluster
functionality, vSphere DRS is very desirable. DRS will provide initial placement
assistance, and will also automatically migrate virtual machines to their correct
site in accordance to Host/VM affinity rules. It can also help will locating virtual
machines to their correct site when a site recovers after a failure. Otherwise
the administrator will have to manually carry out these tasks. Note that DRS is
only available in Enterprise edition and higher of vSphere.

Hybrid and All-Flash support

Virtual SAN Stretched Cluster is supported on both hybrid configurations
(hosts with local storage comprised of both magnetic disks for capacity and
flash devices for cache) and all-flash configurations (hosts with local storage
made up of flash devices for capacity and flash devices for cache).

On-disk formats

VMware supports Virtual SAN Stretched Cluster with the v2 on-disk format
only. The v1 on-disk format is based on VMFS and is the original on-disk format
used for Virtual SAN. The v2 on-disk format is the version which comes by
default with Virtual SAN version 6.x. Customers that upgraded from the
original Virtual SAN 5.5 to Virtual SAN 6.0 may not have upgraded the on-disk
format for v1 to v2, and are thus still using vl. VMware recommends upgrading
the on-disk format to v2 for improved performance and scalability, as well as
stretched cluster support.
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Witnhess host as an ESXi VM

Both physical ESXi hosts and virtual ESXi hosts (nested ESXi) are supported
for the witness host. VMware provides a Witness Appliance for those
customers who wish to use the ESXi VM. A witness host/VM cannot be shared
between multiple Virtual SAN Stretched Clusters.

Features supported on VSAN but not VSAN
Stretched Clusters

The following are a list of products and features support on Virtual SAN
but not on a stretched cluster implementation of Virtual SAN.

e SMP-FT, the new Fault Tolerant VM mechanism introduced in
vSphere 6.0, is supported on standard VSAN 6.1 deployments, but
it is not supported on stretched cluster VSAN deployments at this
time. *The exception to this rule, is when using 2 Node
configurations in the same physical location.

e The maximum value for NumberOfFailuresToTolerate in a Virtual
SAN Stretched Cluster configuration is 1. This is the limit due to
the maximum number of Fault Domains being 3.

* In a Virtual SAN Stretched Cluster, there are only 3 Fault Domains.
These are typically referred to as the Preferred, Secondary, and
Witness Fault Domains. Standard Virtual SAN configurations can
be comprised of up to 32 Fault Domains.

Features supported on vMSC but not VSAN Stretched
Clusters

The following are a list of products and features support on vSphere
Metro Storage Cluster (vMSC) but not on a stretched cluster
implementation of Virtual SAN.

e RR-FT, the original (and now deprecated) Fault Tolerant
mechanism for virtual machines is supported on vSphere 5.5 for
vVMSC. It is not supported on stretched cluster Virtual SAN.

e Note that the new SMP-FT, introduced in vSphere 6.0 is not

supported on either vMSC or stretched cluster VSAN, but does
work on standard VSAN deployments.
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New concepts in Virtual SAN -
Stretched Cluster

Virtual SAN Stretched Clusters versus Fault Domains

A common question is how stretched cluster differs from Fault Domains,
which is a Virtual SAN feature that was introduced with Virtual SAN version
6.0. Fault domains enable what might be termed “rack awareness” where the
components of virtual machines could be distributed amongst multiple hosts
in multiple racks, and should a rack failure event occur, the virtual machine
would continue to be available. However, these racks would typically be
hosted in the same data center, and if there was a data center wide event,
fault domains would not be able to assist with virtual machines availability.

Stretched clusters essentially build on what fault domains did, and now
provide what might be termed “data center awareness”. Virtual SAN Stretched
Clusters can now provide availability for virtual machines even if a data center
suffers a catastrophic outage.

The withess host

The witness host is a dedicated ESXi host (or appliance) whose purpose is to
host the witness component of virtual machines objects. The witness must
have connection to both the master Virtual SAN node and the backup Virtual
SAN node to join the cluster. In steady state operations, the master node
resides in the “preferred site”; the backup node resides in the “secondary site”.
Unless the witnhess host connects to both the master and the backup nodes, it
will not join the Virtual SAN cluster.

Read locality in Virtual SAN Stretched Cluster

In traditional Virtual SAN clusters, a virtual machine’s read operations are
distributed across all replica copies of the data in the cluster. In the case of a
policy setting of NumberOfFailuresToTolerate=1, which results in two copies of
the data, 50% of the reads will come from replical and 50% will come from
replica2. In the case of a policy setting of NumberOfFailuresToTolerate=2 in
non-stretched Virtual SAN clusters, results in three copies of the data, 33% of
the reads will come from replical, 33% of the reads will come from replica2 and
33% will come from replica3.

In a Virtual SAN Stretched Cluster, we wish to avoid the situation where reads
could occur across the inter-site link. To insure that 100% of reads, occur in the
site the VM resides on, the read locality mechanism was introduced. Read
locality overrides the NumberOfFailuresToTolerate=1 policy’s behavior to
distribute reads across the two data sites.
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DOM, the Distributed Object Manager in Virtual SAN, takes care of this. DOM is
responsible for the creation of virtual machine storage objects in the Virtual
SAN cluster. It is also responsible for providing distributed data access paths
to these objects. There is a single DOM owner per object. There are 3 roles
within DOM; Client, Owner and Component Manager. The DOM Owner
coordinates access to the object, including reads, locking and object
configuration and reconfiguration. All objects changes and writes also go
through the owner. The DOM owner of an object will now take into account
which fault domain the owner runs in a Virtual SAN Stretched Cluster
configuration, and will read from the replica that is in the same domain.

There is now another consideration with this read locality. One must avoid
unnecessary vMotion of the virtual machine between sites. Since the read
cache blocks are stored on one site, if the VM moves around freely and ends
up on the remote site, the cache will be cold on that site after the move. Now
there will be sub-optimal performance until the cache is warm again. To avoid
this situation, soft affinity rules are used to keep the VM local to the same
site/fault domain where possible. The steps to configure such rules will be
shown in detail in the vSphere DRS section of this guide.
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Requirements

In addition to Virtual SAN hosts, the following is a list of requirements for
implementing Virtual SAN Stretched Cluster.

VMware vCenter server

A Virtual SAN Stretched Cluster configuration can be created and managed by
a single instance of VMware vCenter Server. Both the Windows version and
the Virtual Appliance version (Linux) are supported for configuration and
management of a Virtual SAN Stretched Cluster.

A witnhess host

In a Virtual SAN Stretched Cluster, the witness components are only ever
placed on the witness host. Either a physical ESXi host or a special witness
appliance provided by VMware, can be used as the witness host.

If a witness appliance is used for the witness host, it will not consume any of
the customer’s vSphere licenses. A physical ESXi host that is used as a witness
host will need to be licensed accordingly, as this can still be used to provision
virtual machines should a customer choose to do so.

It is important that witness host is not added to the VSAN cluster. The witness
host is selected during the creation of a Virtual SAN Stretched Cluster.

The witness appliance will have a unique identifier in the vSphere web client Ul
to assist with identifying that a host is in fact a witness appliance (ESXi in a
VM). It is shown as a “blue” host, as highlighted below:

Note this is only visible when the appliance ESXi witness is deployed. If a
physical host is used as the witness, then it does not change its appearance in
the web client. A witness host is dedicated for each stretched cluster.

~ Navigator ' 9
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P | @ 8 @
™ () mgmtvc01.rainpole.com
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v [ stretched-vsan
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Networking and latency requirements

When Virtual SAN is deployed in a stretched cluster across multiple sites using
fault domains, there are certain networking requirements that must be
adhered to.

Layer 2 and Layer 3 support

Both Layer 2 (same subnet) and Layer 3 (routed) configurations are used in a
recommended Virtual SAN Stretched Cluster deployment.

e VMware recommends that Virtual SAN communication between the
data sites be over stretched L2.

e VMware recommends that Virtual SAN communication between the
data sites and the witness site is over L3.

Note: A common question is whether L2 for Virtual SAN traffic across all sites
is supported. There are some considerations with the use of a stretched L2
domain between the data sites and the witness site, and these are discussed in
further detail in the design considerations section of this guide. Another
common question is whether L3 for VSAN traffic across all sites is supported.
While this should work, it is not the VMware recommended network topology
for Virtual SAN Stretched Clusters at this time.

Virtual SAN traffic between data sites is multicast. Witness traffic between a
data site and the witness site is unicast.

Supported geographical distances

For VMware Virtual SAN Stretched Clusters, geographical distances are not a
support concern. The key requirement is the actual latency numbers between
sites.

Data site to data site network latency

Data site to data site network refers to the communication between non-
witness sites, in other words, sites that run virtual machines and hold virtual
machine data. Latency or RTT (Round Trip Time) between sites hosting virtual
machine objects should not be greater than 5msec (< 2.5msec one-way).

Data site to data site bandwidth

Bandwidth between sites hosting virtual machine objects will be workload
dependent. For most workloads, VMware recommends a minimum of 10Gbps
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or greater bandwidth between sites. In use cases such as 2 Node
configurations for Remote Office/Branch Office deployments, dedicated
1Gbps bandwidth can be sufficient with less than 10 Virtual Machines.

Please refer to the Design Considerations section of this guide for further
details on how to determine bandwidth requirements.

Data Site to witness network latency

This refers to the communication between non-witness sites and the witness
site.

In most Virtual SAN Stretched Cluster configurations, latency or RTT (Round
Trip Time) between sites hosting VM objects and the witness nodes should not
be greater than 200msec (100msec one-way).

In typical 2 Node configurations, such as Remote Office/Branch Office
deployments, this latency or RTT is supported up to 500msec (250msec one-
way).

The latency to the witness is dependent on the number of objects in the
cluster. VMware recommends that on Virtual SAN Stretched Cluster
configurations up to 10+10+1, a latency of less than or equal to 200
milliseconds is acceptable, although if possible, a latency of less than or equal
to 100 milliseconds is preferred. For configurations that are greater than
10+10+1, VMware recommends a latency of less than or equal to 100
milliseconds is required.

Data Site to witness network bandwidth

Bandwidth between sites hosting VM objects and the witness nodes are
dependent on the number of objects residing on Virtual SAN. It is important to
size data site to witness bandwidth appropriately for both availability and
growth. A standard rule of thumb is 2Mbps for every 1000 objects on Virtual
SAN.

Please refer to the Design Considerations section of this guide for
further details on how to determine bandwidth requirements.

Inter-site MTU consistency

It is important to maintain a consistent MTU size between data nodes and the
witness in a Stretched Cluster configuration. Ensuring that each VMkernel
interface designated for Virtual SAN traffic, is set to the same MTU size will
prevent traffic fragmentation. The Virtual SAN Health Check checks for a
uniform MTU size across the Virtual SAN data network, and reports on any
inconsistencies.
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Configuration Minimums and Maximums

Virtual Machines per host

The maximum number of virtual machines per ESXi host is unaffected by the
Virtual SAN Stretched Cluster configuration. The maximum is the same as for
normal VSAN deployments.

VMware recommends that customers should run their hosts at 50% of
maximum number of virtual machines supported in a standard Virtual SAN
cluster to accommodate a full site failure. In the event of full site failures, the
virtual machines on the failed site can be restarted on the hosts in the
surviving site.

Hosts per cluster

The minimum number of hosts in a Virtual SAN Stretched Cluster is 3. In such a
configuration, site 1 will contain a single ESXi host, site 2 will contain a single
ESXi host and then there is a witness host at the third site, the witness site.
The nomenclature for such a configuration is 1+1+1. This is commonly referred
to as a 2 Node configuration.

The maximum number of hosts in a Virtual SAN Stretched Cluster is 31. Site 1
contains ESXi 15 hosts, site 2 contains 15 ESXi hosts, and the witness host on
the third site makes 31. This is referred to as a 15+15+1 configuration.

Withess host

There is a maximum of 1 witness host per Virtual SAN Stretched Cluster. The
witness host requirements are discussed in the design considerations section
of this guide. VMware provides a fully supported witness virtual appliance, in
Open Virtual Appliance (OVA) format, for customers who do not wish to
dedicate a physical ESXi host as the witness. This OVA is essentially a pre-
licensed ESXi host running in a virtual machine, and can be deployed on a
physical ESXi host on the third site.

Number Of Failures To Tolerate

Because Virtual SAN Stretched Cluster configurations effectively have 3 fault
domains, the NumberOfFailuresToTolerate (FTT) policy setting, has a
maximum of 1 for objects. Virtual SAN cannot comply with FTT values that are
greater than 1in a stretched cluster configuration.

Other policy settings are not impacted by deploying VSAN in a stretched
cluster configuration and can be used as per a non-stretched VSAN cluster.
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Fault Domains

Fault domains play an important role in Virtual SAN Stretched Cluster. Similar
to the NumberOfFailuresToTolerate (FTT) policy setting discussed previously,
the maximum number of fault domains in a Virtual SAN Stretched Cluster is 3.
The first FD is the “preferred” data site, the second FD is the “secondary” data
site and the third FD is the witness host site.

STORAGE and AVAILABILITY Documentation / 1 5



Virtual SAN Stretched Cluster Guide

Design Considerations

Witness host sizing - compute

When dealing with a physical server, the minimum ESXi host requirements will
meet the needs of a witness host.

When using a witnhess appliance (ESXi in a VM), the size is dependent on the
configurations and this is decided during the deployment process. The witness
appliance, irrespective of the configuration, uses at least two vCPUs.

Witness host sizing - magnetic disk

The purpose of the witness host is to store witness components for virtual
machine objects. Since a single magnetic disk supports approximately 21,000
components, and the maximum components supported on the witness host is
45,000, a minimum of 3 magnetic disks is required on the witness host if there
is a need to support the maximum complement of components.

If using a physical ESXi host, a single physical disk can support a maximum of
21,000 components. Each witness component in a Virtual SAN stretch cluster
requires 16MB storage. To support 21,000 components on a magnetic disk,
VMware recommends a disk of approximately 350GB in size.

To accommodate the full 45,000 components on the witness host, VMware
recommends 3 magnetic disks of approximately 350GB are needed, keeping
the limit of 21,000 components per disk in mind.

If using the witness appliance instead of a physical ESXi host, there is no
manual storage configuration required. Instead, the desired configuration size
is chosen during deployment. Care will need to be taken that the underlying
datastore for the VMDKs of the witness appliance supports the storage
requirements. This will be highlighted in more detail during the installation
section of the guide.

Witnhess host sizing - flash device

VMware recommends the flash device capacity (e.g. SSD) on the witness host
should be approximately 10GB in size for the maximum number of 45,000
components is required. In the witness appliance, one of the VMDKs is tagged
as a flash device. There is no requirement for an actual flash device.

Note that this witness host sizing is for component maximums. Smaller
configurations that do not need the maximum number of components can run
with fewer resources. Here are the three different sizes for the witness
appliance.
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Tiny (10 VMs or fewer)
e 2vCPUs, 8 GB VRAM
* 8 GB ESXi Boot Disk, one 10 GB SSD, one 15 GB HDD
*  Supports a maximum of 750 witness components

Normal (up to 500 VMs)
e 2vCPUs, 16 GB vVRAM
* 8 GB ESXi Boot Disk, one 10 GB SSD, one 350 GB HDD
*  Supports a maximum of 22,000 witness components

Large (more than 500 VMs)
e 2vCPUs, 32 GB vVRAM
* 8 GB ESXi Boot Disk, one 10 GB SSD, three 350 GB HDDs
*  Supports a maximum of 45,000 witness components

Note: When a physical host is used for the witness host, VMware will also
support the tagging of magnetic disks as SSDs, implying that there is no need
to purchase a flash device for physical witness hosts. This tagging can be done
from the vSphere web client UlI.

Cluster Compute resource utilization

For full availability, VMware recommends that customers should be running at
50% of resource consumption across the Virtual SAN Stretched Cluster. In the
event of a complete site failure, all of the virtual machines could be run on the
surviving site (aka fault domain)

VMware understands that some customers will want to run close to 80% and
even 100% of resource utilization because they do not want to dedicate
resources just to protect themselves against a full site failure since site failures
are very rare. In these cases, customer should understand that not all virtual
machines will be restarted on the surviving site.
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Networking Design Considerations

A Virtual SAN Stretched Cluster requires 3 sites; the first site will maintain the
first copy of the virtual machine data (data site 1), the second site will maintain
the second copy of the virtual machine data (data site 2) and the third site will
maintain the witness component(s). The three sites all need to communicate,
both at the management network level and at the VSAN network level. There
also need to be a common virtual machine network between the data sites. To
summarize, the following are the network requirements for a Virtual SAN
Stretched Cluster:

Connectivity

e Management network: connectivity to all 3 sites

* VM network: connectivity between the data sites (the witness will not
run virtual machines that are deployed on the VSAN cluster)

* vMotion network: connectivity between the data sites (virtual machines
will never be migrated from a data host to the witness host)

* Virtual SAN network: connectivity to all 3 sites

Type of networks

VMware recommends the following network types for Virtual SAN Stretched
Cluster:

* Management network: L2 stretched or L3 (routed) between all sites.
Either option should both work fine. The choice is left up to the
customer.

e VM network: VMware recommends L2 stretched between data sites. In
the event of a failure, the VMs will not require a new IP to work on the
remote site

* vMotion network: L2 stretched or L3 (routed) between data sites should
both work fine. The choice is left up to the customer.

¢ Virtual SAN network: VMware recommends L2 stretched between the
two data sites and L3 (routed) network between the data sites and the
witness site. L3 support for the Virtual SAN network was introduced in
VSAN 6.0.

Considerations related to single default gateway on ESXi hosts

The major consideration with implementing this configuration is that each
ESXi host comes with a default TCPIP stack, and as a result, only has a single
default gateway. The default route is typically associated with the
management network TCPIP stack. Now consider the situation where, for
isolation and security reasons, the management network and the Virtual SAN
network are completely isolated from one another. The management network
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might be using vmkO on physical NIC O, and the VSAN network might be using
vmk2 on physical NIC 1, i.e. completely distinct network adapters and two
distinct TCPIP stacks. This implies that the Virtual SAN network has no default
gateway.

Consider also that the Virtual SAN network is stretched over data site 1 and 2
on an L2 broadcast domain, e.g. 172.10.0.0 and the witness on site 3 the VSAN
network is on another broadcast domain, e.g. 172.30.0.0. If the VMkernel
adapters on the VSAN network on data site 1 or 2 tries to initiate a connection
to the VSAN network on the witness site (site 3), and since there is only one
default gateway associated with the management network, the connection will
fail. This is because the traffic will be routed through the default gateway on
the ESXi host, and thus the management network on the ESXi host, and there
is no route from the management network to the VSAN network.

One solution to this issue is to use static routes. This allows an administrator to
define a new routing entry indicating which path should be followed to reach a
particular network. In the case of the Virtual SAN network on a Virtual SAN
Stretched Cluster, static routes could be added as follows, using the above
example IP addresses:

1. Hosts on data site 1 have a static route added so that requests to reach the
172.30.0.0 witness network on site 3 are routed via the 172.10.0.0 interface
2. Hosts on data site 2 have a static route added so that requests to reach the
172.30.0.0 witness network on site 3 are routed via the 172.10.0.0 interface
3. The witness host on site 3 has a static route added so that requests to
reach the 172.10.0.0 data site 1 and data site 2 network are routed via
the 172.30.0.0 interface

Static routes are added via the esxcli network ip route or esxcfg-route
commands. Refer to the appropriate vSphere Command Line Guide for more
information.

Caution when implementing static routes

Using static routes requires administrator intervention. Any new ESXi hosts
that are added to the cluster at either site 1 or site 2 needed to have static
routes manually added before they can successfully communicate to the
witness, and the other data site. Any replacement of the witness host will also
require the static routes to be updated to facilitate communication to the data
sites.

Dedicated/Customer TCPIP stacks for VSAN Traffic

At this time, the Virtual SAN traffic does not have its own dedicated TCPIP
stack. Custom TCPIP stacks are also not applicable for Virtual SAN traffic.
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L2 design versus L3 design

Consider a design where the Virtual SAN Stretched Cluster is configured in
one large L2 design as follows, where Site 1 and Site 2 are where the virtual
machines are deployed. The Witness site contains the witness host:

CEECEH svicn i~ [ Swicn2 ~WECEELE
Site 1 Site 2
(Active) (Active)

Stretched
Layer 2
Network

Switch 3

In the event of the link between Switch 1 and Switch 2 is broken (the link
between the Site 1 and Site 2). Network traffic will now route from Site 1to Site
2 via Site 3. Considering VMware will support a much lower bandwidth for the
witness host, customers may see a decrease in performance if network traffic
is routed through a lower specification Site 3.

If there are situations where routing traffic between data sites through the
witness site does not impact latency of applications, and bandwidth is
acceptable, a stretched L2 configuration between sites is supported. However,
in most cases, VMware feels that such a configuration is not feasible for the
majority of customers.
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To avoid the situation previously outlined, and to ensure that data traffic is not
routed through the witness site, VMware recommends the following network
topology:

e Between Site 1 and Site 2, implement either a stretched L2 (same
subnet) or a L3 (routed) configuration.

e Between Site 1 and Witness Site 3, implement a L3 (routed)
configuration.

e Between Site 2 and Witness Site 3, implement a L3 (routed)
configuration.

* In the event of a failure on either of the data sites network, this
configuration will prevent any traffic from Site 1 being routed to Site 2
via Witness Site 3, and thus avoid any performance degradation.

N\

il o, Seoetlmate o WD
Site 1 Router 1 Slte 2
(Active) fazmssaae: (Active)

Router 2

Why not L3 between data sites?

It is also important to consider that having different subnets at the data sites is
going to painful for any virtual machines that failover to the other site since
there is no easy, automated way to re-IP the guest OS to the network on the
other data site.
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Configuration of network from data sites to witness
host

The next question is how to implement such a configuration, especially if the
witness host is on a public cloud? How can the interfaces on the hosts in the
data sites, which communicate to each other over the VSAN network,
communicate to the witness host?

Option 1: Physical on-premises witness connected over L3 with static routes

N

gonen DoDoe
noooo Stretched Layer 2 Network DoDRm
=i SEEE
Site 1 Site 2
(Active) (Active)
Mgmt VLAN: 10 Mgmt VLAN: 10
VSAN VLAN: 11 VSAN VLAN: 11
Static routes VSAN Network Router 2
Site 1 VLAN 11 to Site 2 VLAN 21 e amEaE S .
Site 2 VLAN 11 to Site 3 VLAN 21 Site 3
Site 3 VLAN 21 to Site 1 VLAN 11
Site 3 VLAN 21 to Site 2 VLAN 11 Witness Host
Mgmt VLAN: 20
VSAN VLAN: 21

*
2

In this first configuration, the data sites are connected over a stretched L2
network. This is also true for the data sites’ management network, VSAN
network, vMotion network and virtual machine network. The physical network
router in this network infrastructure does not automatically route traffic from
the hosts in the data sites (Site 1 and Site 2) to the host in the Site 3. In order
for the Virtual SAN Stretched Cluster to be successfully configured, all hosts in
the cluster must communicate. How can a stretched cluster be deployed in
this environment?

The solution is to use static routes configured on the ESXi hosts so that the
Virtual SAN traffic from Site 1 and Site 2 is able to reach the witness host in
Site 3, and vice versa. While this is not a preferred configuration option, this
setup can be very useful for proof-of-concept design where there may be
some issues with getting the required network changes implemented at a
customer site.
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In the case of the ESXi hosts on the data sites, a static route must be added to
the Virtual SAN VMkernel interface which will redirect traffic for the witness
host on the witness site via a default gateway for that network. In the case of
the witness host, the Virtual SAN interface must have a static route added
which redirects Virtual SAN traffic destined for the data sites’ hosts. Adding
static routes is achieved using the esxcfg-route -a command on the ESXi hosts.
This will have to be repeated on all ESXi hosts in the stretched cluster.

For this to work, the network switches need to be IP routing enabled between
the Virtual SAN network VLANS, in this example VLANs 11 and 21. Once
requests arrive for a remote host (either witness -> data or data -> witness),
the switch will route the packet appropriately. This communication is
essential for Virtual SAN Stretched Cluster to work properly.

Note that we have not mentioned the ESXi management network here. The
vCenter server will still be required to manage both the ESXi hosts at the data
sites and the ESXi witness. In many cases, this is not an issue for customer.
However, in the case of stretched clusters, it might be necessary to add a
static route from the vCenter server to reach the management network of the
witness ESXi host if it is not routable, and similarly a static route may need to
be added to the ESXi witness management network to reach the vCenter
server. This is because the vCenter server will route all traffic via the default
gateway.

As long as there is direct connectivity from the witness host to vCenter
(without NAT’ing), there should be no additional concerns regarding the
management network.

Also note that there is no need to configure a vMotion network or a VM
network or add any static routes for these network in the context of a Virtual
SAN Stretched Cluster. This is because there will never be a migration or
deployment of virtual machines to the Virtual SAN witness. Its purpose is to
maintain witness objects only, and does not require either of these networks
for this task.
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Option 2: Virtual ESXi witness on-premises connected over L3 with
static routes

Requirements: Since the virtual ESXi witness is a virtual machine that will be
deployed on a physical ESXi host when deployed on-premises, the underlying
physical ESXi host will need to have a minimum of one VM network pre-
configured. This VM network will need to reach both the management network
and the VSAN network shared by the ESXi hosts on the data sites. An
alterative option that might be simpler to implement is to have two
preconfigured VM networks on the underlying physical ESXi host, one for the
management network and one for the VSAN network. When the virtual ESXi
witness is deployed on this physical ESXi host, the network will need to be
attached/configured accordingly.

Virtual ESXi
Witness

- . .

|
I
I
I

Physical ESXi host

Management
Network

VSAN Network

Once the virtual ESXi witness has been successfully deployed, the static route
configuration must be configured.

As before, the data sites are connected over a stretched L2 network. This is
also true for data sites’ management network, VSAN network, vMotion
network and virtual machine network. Once again, physical network router in
this environment does not automatically route traffic from the hosts in the
Preferred and Secondary data sites to the host in the witness site. In order for
the Virtual SAN Stretched Cluster to be successfully configured, all hosts in the
cluster require static routes added so that the VSAN traffic from the Preferred
and Secondary sites is able to reach the witness host in the witness site, and
vice versa. As mentioned before, this is not a preferred configuration option,
but this setup can be very useful for proof-of-concept design where there may
be some issues with getting the required network changes implemented at a
customer site.

Once again, the static routes are added using the esxcfg-route -a command

on the ESXi hosts. This will have to be repeated on all ESXi hosts in the cluster,
both on the data sites and on the witness host.
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The switches should be configured to have IP routing enabled between the
Virtual SAN network VLANs on the data sites and the witness site, in this
example VLANs 3 and 30. Once requests arrive for the remote host (either
witness -> data or data -> witness), the switch will route the packet
appropriately. With this setup, the Virtual SAN Stretched Cluster will form.

[ffwllo] ooDoo
DomDD Stretched Layer 2 Network DoDDo
———————————————————————————
==== s===
Site 1 Router 1 Site 2
(Active) CHEETTH S (Active)
Mgmt VLAN: 10 Mgmt VLAN: 10
VSAN VLAN: 11 VSAN VLAN: 11

Static routes VSAN Network
Site 1 VLAN 11 to Site 2 VLAN 21
Site 2 VLAN 11 to Site 3 VLAN 21
Site 3 VLAN 21 to Site 1 VLAN 11
Site 3 VLAN 21 to Site 2 VLAN 11
witness
z VM Mgmt VLAN: 20
Switch 3 . VSAN VLAN: 21

Note that once again we have not mentioned the management network here.
As mentioned before, vCenter needs to manage the remote ESXi witness and
the hosts on the data sites. If necessary, a static route should be added to the
vCenter server to reach the management network of the witness ESXi host,
and similarly a static route should be added to the ESXi witness to reach the
vCenter server.

Also note that, as before, that there is no need to configure a vMotion network
or a VM network or add any static routes for these network in the context of a
Virtual SAN Stretched Cluster. This is because there will never be a migration
or deployment of virtual machines to the VSAN witness. Its purpose is to
maintain witness objects only, and does not require either of these networks
for this task.
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Option 3: 2 Node configuration for Remote Office/Branch Office
Deployment

In the use case of Remote Office/Branch Office (ROBO) deployments, it is
common to have 2 Node configurations at one or more remote offices. This
deployment model can be very cost competitive when a running a limited
number of virtual machines no longer require 3 nodes for Virtual SAN.

Virtual SAN 2 Node configurations are Virtual SAN Stretched Clusters
comprised of two data nodes and one witness node. This is a 1+1+1 Stretched
Cluster configuration. Each data node behaves as a data site, and the two
nodes are typically in the same location. The witness VM could reside at the
primary datacenter or another location.

Management traffic for the data nodes is typically automatically routed to the
vCenter server at the central datacenter. Routing for the VSAN network, as
shown in previous scenarios, will require static routes between the VSAN
interfaces on each data node and the witness VM running in the central
datacenter.

Because they reside in the same physical location, networking between data
nodes is consistent with that of a traditional Virtual SAN cluster. Data nodes
still require a static route to the Witness VM residing in the central datacenter.
The witness VM’s secondary interface, designated for Virtual SAN traffic will
also require a static route to each of data node’s VSAN traffic enabled
VMkernel interface.

Adding static routes is achieved using the esxcfg-route -a command on the
ESXi hosts and witness VM.
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In the illustration above, the central datacenter management network is on
VLAN 10. For vCenter to manage each of the 2 node (ROBQO) deployments,
there must be a route to each host’s management network. This could be on
an isolated management VLAN, but it is not required. Depending on the
network configuration, vCenter itself may require static routes to each of the
remote ESXi host management VMkernel interfaces. All the normal
requirements for vCenter to connect to ESXi hosts should be satisfied.

The management VMkernel for the witness VM, in the central datacenter, can
easily reside on the same management VLAN in the central datacenter, not
requiring any static routing.

The VSAN network in each site must also have routing to the respective
witness VM VSAN interface. Because the VMkernel interface with VSAN traffic
enabled uses the same gateway, static routes will be required to and from the
data nodes to the witness VMs. Remember the witness VM will never run an
VM workloads, and therefore the only traffic requirements are for
management and VSAN witness traffic, because its purpose is to maintain
witness objects only.

For remote site VMs to communicate with central datacenter VMs, appropriate
routing for the VM Network will also be required.

STORAGE and AVAILABILITY Documentation / 2 7



Virtual SAN Stretched Cluster Guide

Bandwidth calculation

As stated in the requirements section, the bandwidth requirement between
the two main sites is dependent on workload and in particular the number of
write operations per ESXi host. Other factors such as read locality not in
operation (where the virtual machine resides on one site but reads data from
the other site) and rebuild traffic, may also need to be factored in.

Requirements between Data Sites.

Reads are not included in the calculation as we are assuming read locality,
which means that there should be no inter-site read traffic. The required
bandwidth between the two data sites (B) is equal to the Write bandwidth
(WDb) * data multiplier (md) * resynchronization multiplier (mr):

B =WDb *md * mr

The data multiplier is comprised of overhead for Virtual SAN metadata traffic
and miscellaneous related operations. VMware recommends a data multiplier
of 1.4

The resynchronization multiplier is included to account for resynchronizing
events. It is recommended to allocate bandwidth capacity on top of required
bandwidth capacity for resynchronization events.

Making room for resynchronization traffic, an additional 25% is recommended.

. Data Site to Data Site Example 1
Take a hypothetical example of a 6 node Virtual SAN Stretched Cluster (3+3+1) with
the following:
e A workload of 35,000 IOPS
¢ 10,000 of those being write IOPS
¢ A “typical” 4KB size write
(This would require 40MB/s, or 320Mbps bandwidth)

Including the Virtual SAN network requirements, the required bandwidth would be
560Mbps.
B = 320 Mbps * 1.4 * 1.25 = 560 Mbps.

. Data Site to Data Site Example 2
Take a 20 node Virtual SAN Stretched Cluster (10+10+1) with a VDI (Virtual Desktop
Infrastructure) with the following:
A workload of 100,000 IOPS
e With a typical 70%/30% distribution of writes to reads respectively, 70,000 of
those are writes. A “typical” 4KB size write
(This would require 280 MB/s, or 2.24Gbps bandwidth)

Including the Virtual SAN network requirements, the required bandwidth would be
approximately 4Gbps.

B =280 Mbps * 1.4 *1.25 = 3,920 Mbps or 3.92Gbps
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Using the above formula, a Virtual SAN Stretched Cluster with a dedicated
10Gbps inter-site link, can accommodate approximately 170,000 4KB write
IOPS. Customers will need to evaluate their 1/O requirements but VMware
feels that 10Gbps will meet most design requirements.

Above this configuration, customers would need to consider multiple 10Gb
NICs teamed, or a 40Gb network.

While it might be possible to use 1Gbps connectivity for very small Virtual SAN
Stretched Cluster implementations, the majority of implementations will
require 10Gbps connectivity between sites. Therefore, VMware recommends a
minimum of 10Gbps network connectivity between sites for optimal
performance and for possible future expansion of the cluster.

Requirements when read locality is not available.

Note that the previous calculations are only for regular Stretched Cluster
traffic with read locality. If there is a device failure, read operations also have
to traverse the inter-site network. This is because the mirrored copy of data is
on the alternate site when using NumberOfFailurestoTolerate=].

The same equation for every 4K read IO of the objects in a degraded state
would be added on top of the above calculations. The expected read 10 would
be used to calculate the additional bandwidth requirement.

In an example of a single failed disk, with objects from 5 VMs residing on the
failed disk, with 10,000 (4KB) read IOPS, an additional 40 Mbps, or 320 Mbps
would be required, in addition to the above Stretched Cluster requirements,
to provide sufficient read IO bandwidth, during peak write 10, and resync
operations.

Requirements between data sites and the witness site

Witness bandwidth isn’t calculated in the same way as bandwidth between
data sites. Because hosts designated as a witness do not maintain any VM data,
but rather only component metadata, the requirements are much smaller.

Virtual Machines on Virtual SAN are comprised of many objects, which can
potentially be split into multiple components, depending on factors like policy
and size. The number of components on Virtual SAN have a direct impact on
the bandwidth requirement between the data sites and the witness.

The required bandwidth between the Witness and each site is equal to ~1138 B x
Number of Components / 5s

1138 B x NumComp / 5 seconds

The 1138 B value comes from operations that occur when the Preferred Site
goes offline, and the Secondary Site takes ownership of all of the components.
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When the primary site goes offline, the secondary site becomes the master.
The Witness sends updates to the new master, followed by the new master
replying to the Witness as ownership is updated.

The 1138 B requirement for each component comes from a combination of a
payload from the Witness to the backup agent, followed by metadata
indicating that the Preferred Site has failed.

In the event of a Preferred Site failure, the link must be large enough to allow
for the cluster ownership to change, as well ownership of all of the
components within 5 seconds.

Witness to Site Examples

Workload 1

With a VM being comprised of
o 3 objects {VM namespace, vmdk (under 255GB), and vmSwap)
o Failure to Tolerate of 1 (FTT=1)
o Stripe Width of 1

Approximately 166 VMs with the above configuration would require the
Witness to contain 996 components.

To successfully satisfy the Witness bandwidth requirements for a total of
1,000 components on Virtual SAN, the following calculation can be used:

Converting Bytes (B) to Bits (b), multiply by 8

B=138B *8 *1,000/ 5s =1820,800 Bits per second = 1.82 Mbps
VMware recommends adding a 10% safety margin and round up.

B +10% = 1.82 Mbps + 182 Kbps = 2.00 Mbps

With the 10% buffer included, a rule of thumb can be stated that for every
1,000 components, 2 Mbps is appropriate.

Workload 2

With a VM being comprised of
o 3 objects {VM namespace, vmdk (under 255GB), and vmSwap)
o Failure to Tolerate of 1(FTT=1)
o Stripe Width of 2

Approximately 1,500 VMs with the above configuration would require 18,000
components to be stored on the Witness.
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To successfully satisfy the Witness bandwidth requirements for 18,000
components on Virtual SAN, the resulting calculation is:

B=138B *8 *18,000 / 5s = 32,774,400 Bits per second = 32.78 Mbps
B +10% = 32.78 Mbps + 3.28 Mbps = 36.05 Mbps

Using the general equation of 2Mbps for every 1,000 components,
(NumComp/1000) X 2Mbps, it can be seen that 18,000 components does in
fact require 36Mbps.

The role of Virtual SAN heartbeats in Virtual SAN
Stretched Cluster

As mentioned previously, when VSAN is deployed in a stretched cluster
configuration, the VSAN master node is placed on the preferred site and the
VSAN backup node is placed on the secondary site. So long as there are nodes
(ESXi hosts) available in the “preferred” site, then a master is always selected
from one of the nodes on this site. Similarly, for the “secondary” site, so long
as there are nodes available on the secondary site.

The VSAN master node and the VSAN backup node send heartbeats every
second. If communication is lost for 5 consecutive heartbeats (5 seconds)
between the master and the backup due to an issue with the backup node, the
master chooses a different ESXi host as a backup on the remote site. This is
repeated until all hosts on the remote site are checked. If there is a complete
site failure, the master selects a backup node from the “preferred” site.

A similar scenario arises when the master has a failure.

When a node rejoins an empty site after a complete site failure, either the
master (in the case of the node joining the primary site) or the backup (in the
case where the node is joining the secondary site) will migrate to that site.

If communication is lost for 5 consecutive heartbeats (5 seconds) between the
master and the witness, the witness is deemed to have failed. If the witness
has suffered a permanent failure, a new witness host can be configured and
added to the cluster.
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Cluster Settings - vSphere HA

Certain vSphere HA behaviors have been modified especially for Virtual SAN.
It checks the state of the virtual machines on a per virtual machine basis.
vSphere HA can make a decision on whether a virtual machine should be failed
over based on the number of components belonging to a virtual machine that
can be accessed from a particular partition.

When vSphere HA is configured on a Virtual SAN Stretched Cluster, VMware

recommends the following:

vSphere HA

Turn on

Host Monitoring

Host Hardware Monitoring - VM
Component Protection: “Protect
against Storage Connectivity
Loss”

Virtual Machine Monitoring
Admission Control
Host Isolation Response

Datastore Heartbeats

Enabled
Disabled (default)

Customer Preference - Disabled by default
Set to 50%
Power off and restart VMs

“Use datastores only from the specified
list”, but do not select any datastores from
the list. This disables Datastore Heartbeats

Advanced Settings:

das.usedefaultisolationaddress

False

das.isolationaddressO

das.isolationaddressi

IP address on VSAN network on site 1

IP address on VSAN network on site 2
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Turn on vSphere HA

To turn on vSphere HA, select the cluster object in the vCenter
inventory, Manage, then vSphere HA. From here, vSphere HA can be
turned on and off via a check box.

I[% stretch.vsan - Edit Cluster Settings 2 »

vSphere DRS [ Turn on vSphere HA

ESXESX hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that
might cause isolation responses.

[V Host Monitoring

Host Hardware Monitoring - VM Component Protection

ESXESX hosts have the capability to detect various failures that do not necessarily cause virtual machines to go down, but
could deem them unusable (for example, losing network/disk communication)

[] Protect against Storage Connectivity Loss

Virtual Machine Monitoring

VM Monitoring restarts individual Vs if their VMware Tools heartbeats are not received within a settime. Application Monitoring
restarts individual VW if their in-guest application heartbeats are not received within a settime.

| Disabled |~
Failure conditions and Vi Expand for details
response
» Admission Control Expand for details
» Datastore for Heartbeating Expand for details
» Advanced Options Expand for advanced options

Host Monitoring

Host monitoring should be enabled on Virtual SAN stretch cluster
configurations. This feature uses network heartbeat to determine the status of
hosts participating in the cluster, and if corrective action is required, such as
restarting virtual machines on other nodes in the cluster.

Host Monitoring

ESXESX hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that
might cause isolation responses.

[V] Host Monitoring
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Admission Control

Admission control ensures that HA has sufficient resources available to restart
virtual machines after a failure. As a full site failure is one scenario that needs
to be taken into account in a resilient architecture, VMware recommends
enabling vSphere HA Admission Control. Availability of workloads is the
primary driver for most stretched cluster environments. Sufficient capacity
must therefore be available for a full site failure. Since ESXi hosts will be
equally divided across both sites in a Virtual SAN Stretched Cluster, and to
ensure that all workloads can be restarted by vSphere HA, VMware
recommends configuring the admission control policy to 50 percent for both
memory and CPU.

VMware recommends using the percentage-based policy as it offers the most
flexibility and reduces operational overhead. For more details about admission
control policies and the associated algorithms we would like to refer to the
vSphere 6.0 Availability Guide.

The following screenshot shows a vSphere HA cluster configured with
admission control enabled using the percentage based admission control
policy set to 50%.

)

[ site-A - Edit Cluster Settings
vSphere DRS

~ Admission Control

Admission control is a policy used by vSphere HAto ensure failover capacity within a
cluster. Raising the proportion of ensured host failures increases the availability
constraints and capacity reserved in the cluster.

() Define failover capacity by static number of hosts

(o) Define failover capacity by resenving a percentage of the cluster resources

Reserved failover CPU capacity: 50 g{ % CPU

Reserved failover Memory capacity: |50 % % Memory

(O Use dedicated failover hosts:

Failover Hosts

() Do not reserve failover capacity.
Allow virtual machine power-ons that violate availability constraints

It should be noted that VSAN is not admission-control aware. There is no way
to inform VSAN to set aside additional storage resources to accommodate
fully compliant virtual machines running on a single site. This is an additional
operational step for administrators if they wish to achieve such a configuration
in the event of a failure.
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Host Hardware Monitoring - VM Component
Protection

vSphere 6.0 introduces a new enhancement to vSphere HA called VM
Component Protection (VMCP) to allow for an automated fail-over of virtual
machines residing on a datastore that has either an “All Paths Down” (APD) or
a “Permanent Device Loss” (PDL) condition.

A PDL, permanent device loss condition, is a condition that is communicated
by the storage controller to ESXi host via a SCSI sense code. This condition
indicates that a disk device has become unavailable and is likely permanently
unavailable. When it is not possible for the storage controller to communicate
back the status to the ESXi host, then the condition is treated as an “All Paths
Down” (APD) condition.

In traditional datastores, APD/PDL on a datastore affects all the virtual
machines using that datastore. However, for VSAN this may not be the case.
An APD/PDL may only affect one or few VMs, but not all VMs on the VSAN
datastore. Also, in the event of an APD/PDL occurring on a subset of hosts,
there is no guarantee that the remaining hosts will have access to all the
virtual machine objects, and be able to restart the virtual machine. Therefore, a
partition may result in such a way that the virtual machine is not accessible on
any partition.

Note that the VM Component Protection (VMCP) way of handling a failover is
to terminate the running virtual machine and restart it elsewhere in the cluster.
VMCP/HA cannot determine the cluster-wide accessibility of a virtual machine
on Virtual SAN, and thus cannot guarantee that the virtual machine will be
able to restart elsewhere after termination. For example, there may be
resources available to restart the virtual machine, but accessibility to the
virtual machine by the remaining hosts in the cluster is not known to HA. For
traditional datastores, this is not a problem, since we know host-datastore
accessibility for the entire cluster, and by using that, we can determine if a
virtual machine can be restarted on a host or not.

At the moment, it is not possible for vSphere HA to understand the complete
inaccessibility vs. partial inaccessibility on a per virtual machine basis on
Virtual SAN; hence the lack of VMCP support by HA for VSAN.

VMware recommends leaving VM Component Protection (VMCP) disabled.
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Datastore for Heartbeating

vSphere HA provides an additional heartbeating mechanism for determining
the state of hosts in the cluster. This is in addition to network heartbeating,
and is called datastore heartbeating. For Virtual SAN configurations, including
stretched cluster configurations, this functionality should be disabled. If there
are other datastores available to the ESXi hosts (i.e. NFS or VMFS datastores),
then heartbeat datastores should be disabled. If there are no additional
datastores available to the ESXi hosts other than the VSAN Datastore, then
this step isn’t necessary.

To disable datastore heartbeating, under HA settings, open the Datastore for
Heartbeating section. Select the option “Use datastore from only the specified
list”, and ensure that there are no datastore selected in the list, if any exist.

+ Dataslore for Heartbeating

vSphere HA uses datastores to monitor hosts and virual machines when management
network has failed. vCenter Server selects two datastores for each host using the policy
and datastore preferences specified below.
Heartbeat datastore selection policy:

) Automatically select datastores accessible from the host
*) Use datastores only from the specified list

) Use datastores from the specified list and complement automatically if needed
Available heartbeat datastores

Name Datastore Cluster Hosts Mounting Datastore

Datastore heartbeats are now disabled on the cluster. Note that this may give
rise to a notification in the summary tab of the host, stating that the humber of
vSphere HA heartbeat datastore for this host is O, which is less than required:2.
This message may be removed by following KB Article 2004739 which details
how to add the advanced setting das.ignorelnsufficientHbDatastore = true.

Why disable heartbeat datastores?

If you have a heartbeat datastore and only the VSAN traffic network fails,
vSphere HA does not restart the virtual machines on another host in the
cluster. When you restore the link, the virtual machines will continue to run. If
virtual machine availability is your utmost concern, keeping in mind that a
virtual machine restart is necessary in the event of a host isolation event, then
you should not setup a heartbeat datastore. Any time the VSAN network
causes a host to get isolated, vSphere HA will power on the virtual machine on
another host in the cluster.

Of course, with a restart the in-memory state of the apps is lost, but the virtual

machine has minimal downtime. If you do not want a virtual machine to fail
over when there is a VSAN traffic network glitch, then a heartbeat datastore
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should be configured. Of course, you will need other non-VSAN datastores to
achieve this.

Virtual Machine Response for Host Isolation

This setting determines what happens to the virtual machines on an isolated
host, i.e. a host that can no longer communicate to other nodes in the cluster,
nor is able to reach the isolation response |IP address. There is a chance that
communication could be completely lost to the host in question, so requests
to shutdown the virtual machines may not success. Therefore, VMware
recommends that the Response for Host Isolation is to Power off and restart
VMs.

[ standard - Edit Cluster Settings ) »

vSphere DRS [ Turn on vSphere HA .

ESXESXi hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that might cause isolation
responses

[V] Host Monitoring

Host Hardware Monitoring - VM Component Protection

ESXESXi hosts have the capability to detect various failures that do not necessarily cause virtual machines to go down, but could deem them unusable (for
example, losing network/disk communication)

[[] Protect against Storage Connectivity Loss

Virtual Machine Monitoring

VM Monitoring restarts individual VM if their VMware Tools heartbeats are not received within a settime. Application Monitoring restarts individual Vs if
their in-guest application heartbeats are not received within a settime.

| Disabled |+ ]

Failure conditions and VM

response
Failure | Response Details
Hostfailure Restart Vs Restart s using VM restart priority ordering.
HostlIsolation Power off and restart WMs WMs on isolated hosts will be powered off
and restarted on available hosts.
Datastore with Permanent  Disabled Datastore protection for All Paths Down and
Device Loss Permanent Device Loss is disabled.
Datastore with All Paths Disabled Datastore protection for All Paths Down and
Down Permanent Device Loss is disabled
Guest not heartbeating Disabled WMand application monitoring disabled
VM restart priority [ Medium [~]

When Disabled is selected, virtual machines are not restarted in the event of a host failure. In addition, they

remain Protected when Turn on vSphere HAiis enabled.
( Response for Host Isolation \ Power off and restart VMs ‘ v J ’

Response for Datastore with

Permanent Device Loss (PDL) iisabied [v)
Response for Datastore with All -
Paths Down (APD) ‘ Disabled ‘ ‘
Response for APD recovery
g " [Disabled [~ -

after APD timeout

OK Cancel A
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Advanced Options

When vSphere HA is enabled on a VSAN Cluster, uses a heart beat
mechanisms to validate the state of an ESXi host. Network heart beating is the
primary mechanism for HA to validate availability of the hosts.

If a host is not receiving any heartbeats, it uses a failsafe mechanism to detect
if it is merely isolated from its HA master node or completely isolated from the
network. It does this by pinging the default gateway.

In VSAN environments, vSphere HA uses the VSAN traffic network for
communication. This is different to traditional vSphere environments where
the management network is used for vSphere HA communication. However,
even in VSAN environments, vSphere HA continues to use the default gateway
on the management network for isolation detection responses. This should be
changed so that the isolation response IP address is on the VSAN network.

In addition to selecting an isolation response address on the VSAN network,
additional isolation addresses can be specified manually to enhance reliability
of isolation validation.

Network Isolation Response and Multiple Isolation Response Addresses

In a Virtual SAN Stretched Cluster, one of the isolation addresses should reside
in the site 1 datacenter and the other should reside in the site 2 datacenter.
This would enable vSphere HA to validate complete network isolation in the
case of a connection failure between sites.

VMware recommends enabling host isolation response and specifying an
isolation response addresses that is on the VSAN network rather than the
management network. The vSphere HA advanced setting
das.usedefaultisolationaddress should be set to false. VMware recommends
specifying two additional isolation response addresses, and each of these
addresses should be site specific. In other words, select an isolation response
IP address from the preferred Virtual SAN Stretched Cluster site and another
isolation response IP address from the secondary Virtual SAN Stretched
Cluster site. The vSphere HA advanced setting used for setting the first
isolation response IP address is das.isolationaddressO and it should be set to
an IP address on the VSAN network which resides on the first site. The
vSphere HA advanced setting used for adding a second isolation response IP
address is das.isolationaddress] and this should be an IP address on the VSAN
network that resides on the second site.

For further details on how to configure this setting, information can be found
in KB Article 1002117.
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Cluster Settings - DRS

vSphere DRS is used in many environments to distribute load within a cluster.
vSphere DRS offers many other features which can be very helpful in
stretched environments.

If administrators wish to enable DRS on Virtual SAN Stretched Cluster, there is
a requirement to have a vSphere Enterprise license edition or higher.

There is also a requirement to create VM to Host affinity rules mapping VM to
Host groups. These specify which virtual machines and hosts reside in the
preferred site and which reside in the secondary site. Using Host/VM groups
and rules, it becomes easy for administrators to manage which virtual
machines should run on which site, and balance workloads between sites. In
the next section, Host/VM groups and rules are discussed. Note that if DRS is
not enabled on the cluster, then VM to Host affinity “should” rules are not
honored. These soft (should) rules are DRS centric and are
honored/rectified/warned only when DRS is enabled on the cluster.

Another consideration is that without DRS, there will be considerable
management overhead for administrators, as they will have to initially place
virtual machines on the correct hosts in order for them to power up without
violating the host affinity rules. If the virtual machine is initially placed on the
incorrect host, administrators will need to manually migrate them to the
correct site before they can be powered on.

Another consideration is related to full site failures. On a site failure, vSphere
HA will restart all virtual machines on the remaining site. When the failed site
recovers, administrators will have to identify the virtual machines that should
reside on the recovered site, and manually move each virtual machine back to
the recovered site manually. DRS, with affinity rules, can make this operation
easier.

With vSphere DRS enabled on the cluster, the virtual machines can simply be
deployed to the cluster, and then the virtual machine is powered on, DRS will
move the virtual machines to the correct hosts to conform to the Host/VM
groups and rules settings. Determining which virtual machines should be
migrated back to a recovered site is also easier with DRS.

Another area where DRS can help administrators is by automatically migrating
virtual machines to the correct site in the event of a failure, and the failed site
recovers. DRS, and VM/Host affinity rules, can make this happen automatically
without administrator intervention.

VMware recommends enabling vSphere DRS on Virtual SAN Stretched
Clusters where the vSphere edition allows it.
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Partially Automated or Fully Automated DRS

Customers can decide whether to place DRS in partially automated mode or
fully automated mode. With partially automated mode, DRS will handle the
initial placement of virtual machines. However any further migration
recommendations will be surfaced up to the administrator to decide whether
or not to move the virtual machine. The administrator can check the
recommendation, and may decide not to migrate the virtual machine.
Recommendations should be for hosts on the same site.

With fully automated mode, DRS will take care of the initial placement and on-
going load balancing of virtual machines. DRS should still adhere to the
Host/VM groups and rules, and should never balance virtual machines across
different sites. This is important as virtual machines on Virtual SAN Stretched
Cluster will use read locality, which implies that they will cache locally. If the
virtual machine is migrated by DRS to the other site, the cache will need to be
warmed on the remote site before the virtual machine reaches it previous
levels of performance.

One significant consideration with fully automated mode is a site failure.
Consider a situation where a site has failed, and all virtual machines are now
running on a single site. All virtual machines on the running site have read
locality with the running site, and are caching their data on the running site.
Perhaps the outage has been a couple of hours, or even a day. Now the issue
at the failed site has been addressed (e.g. power, network, etc.). When the
hosts on the recovered rejoin the VSAN cluster, there has to be a resync of all
components from the running site to the recovered site. This may take some
time. However, at the same time, DRS is informed that the hosts are now back
in the cluster. If in fully automated mode, the affinity rules are checked, and
obviously a lot of them are not compliant. Therefore DRS begins to move
virtual machines back to the recovered site, but the components may not yet
be active (i.e. still synchronizing). Therefore virtual machines could end up on
the recovered site, but since there is no local copy of the data, I/O from these
virtual machines will have to traverse the link between sites to the active data
copy. This is undesirable due to latency/performance issues. Therefore, for this
reason, VMware recommends that DRS is placed in partially automated mode
if there is an outage. Customers will continue to be informed about DRS
recommendations when the hosts on the recovered site are online, but can
now wait until VSAN has fully resynced the virtual machine components. DRS
can then be changed back to fully automated mode, which will allow virtual
machine migrations to take place to conform to the VM/Host affinity rules.

[ AF-VSAN-Stretch - Edit Cluster Settings (2)

4 Tum ON vSphere DRS

vSphere HA

» DRS Automation | Partially Automated | v |
» Power Management (of [~

» Advanced Options None
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VM/Host Groups & Rules

VMware recommends enabling vSphere DRS to allow for the creation of Host-
VM affinity rules to do initial placement of VMs and to avoid unnecessary
vMotion of VMs between sites, and impacting read locality. Because the
stretched cluster is still a single cluster, DRS is unaware of the fact that it is
made up of different sites and it may decide to move virtual machines
between them. The use of VM/Host Groups will allow administrators to “pin”
virtual machines to sites, preventing unnecessary vMotions/migrations. If
virtual machines are allowed to move freely across sites, it may end up on the
remote site. Since Virtual SAN Stretched Cluster implements read locality, the
cache on the remote site will be cold. This will impact performance until the
cache on the remote site has been warmed.

Note that Virtual SAN Stretched Cluster has its own notion of a preferred site.
This is setup at the configuration point, and refers to which site takes over in
the event of a split-brain. It has no bearing on virtual machine placement. It is
used for the case where there is a partition between the two data sites *and*
the witness agent can talk to both sites. In that case, the witness agent needs
to decide which side’s cluster it will stick with. It does so with what has been
specified as the “preferred” site.

Host groups

When configuring DRS with a Virtual SAN Stretched Cluster, VMware
recommends creating two VM-Host affinity groups. An administrator could
give these host groups the names of preferred and secondary to match the
nomenclature used by VSAN. The hosts from site 1 should be placed in the
preferred host group, and the hosts from site 2 should be placed in the
secondary host group.

[P site-A  Actions v

Getting Started  Summary _ Monitor | Manage | Related Objects

SBHAGE)| Scheduled Tasks | Aam Defnitons | Tags [ Pemissions |

« VMHost Groups
vSphere DRS

yoe
vSphere HA {2 Preferred-Site-Hosts Host Group

Host Group
VM Group
Disk Management B secon dary-site-vms VM Group
Fault Domains

w Virtual SAN
General

Health

 Configuration

ViMware EVC

VMiHost Rules

VM Overrides

Host Options VMHost Group Members

Profiles
Prefened-Site-Hosts Group Members
[ cs-ie-dello2ielocal
[ cs-ie-dellot.ie.local
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VM Groups

Two VM groups should also be created; one to hold the virtual machines
placed on site 1 and the other to hold the virtual machines placed on site 2.
Whenever a virtual machine is created and before it is powered on, assuming a
NumberOfFailuresToTolerate policy setting of 1, the virtual machine should be
added to the correct host affinity group. This will then ensure that a virtual
always remains on the same site, reading from the same replica, unless a site
critical event occurs necessitating the VM being failed over to the secondary
site.

Note that to correctly use VM groups, first off all create the VM, but do power
it on. Next, edit the VM groups and add the new VM to the desired group.
Once added, and saved, the virtual machine can now be powered on. With
DRS enabled on the cluster, the virtual machine will be checked to see if it is
on the correct site according to the VM/Host Rules (discussed next) and if not,
it is automatically migrated to the appropriate site, either “preferred” or
“secondary”.

VM/Host Rules

When deploying virtual machines on a Virtual SAN Stretched Cluster, for the
majority of cases, we wish the virtual machine to reside on the set of hosts in
the selected host group. However, in the event of a full site failure, we wish the
virtual machines to be restarted on the surviving site.

To achieve this, VMware recommends implementing “should respect rules” in
the VM/Host Rules configuration section. These rules may be violated by
vSphere HA in the case of a full site outage. If “must rules” were implemented,
vSphere HA does not violate the rule-set, and this could potentially lead to
service outages. vSphere HA will not restart the virtual machines in this case,
as they will not have the required affinity to start on the hosts in the other site.
Thus, the recommendation to implement “should rules” will allow vSphere HA
to restart the virtual machines in the other site.
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[P site-A  Actions ~ =

Getting Stated  Summary  Monitor | Manage | Related Objects
Settings | Scheduled Tasks ] Aarm Definitions | Tags ‘ Permissions
“ VMHost Rules

TS Name Type Enabled Conflicts Defined By

G {8 PrefleredHGlorVMs Run VMs on Hosts Yes 0 User
CUCET § SecondanHGlorviis Run VMs on Hosts Yes 0 User

General

Disk Management

Fault Domains

Health
w Configuration

General

Licensing

VMware EVC

VMHost Groups

VMHost Rule Details

VMMHost Rules

U OverTides Virtual Machines that are members of the VM Group should run on hosts that are members of the Host Group.

Host Options

— |

prefemed-vm-group Group Members Prefenes-Site-Hosts Group Members
&p prefvm @ cs-ie-gelo2ielocal
[ cs-ie-dell0t.ielocal
vSphere HA Rule Settings
vSphere HA can enforce VWHost rules when restarting virtual machines
VM anti-affinity rules Ignore rules
VM to Host affinity rules vSphere HA should respect rules during failover

The vSphere HA Rule Settings are found in the VM/Host Rules section. This
allows administrators to decide which virtual machines (that are part of a VM
Group) are allowed to run on which hosts (that are part of a Host Group). It
also allows an administrator to decide on how strictly “VM to Host affinity
rules” are enforced.

As stated above, the VM to Host affinity rules should be set to “should respect”
to allow the virtual machines on one site to be started on the hosts on the
other site in the event of a complete site failure. The “should rules” are
implemented by clicking on the “Edit” button in the vSphere HA Rule Settings
at the bottom of the VM/Host Rules view, and setting VM to Host affinity rules
to “vSphere HA should respect rules during failover”.

vSphere DRS communicates these rules to vSphere HA, and these are stored
in a “compatibility list” governing allowed startup behavior. Note once again
that with a full site failure, vSphere HA will be able to restart the virtual
machines on hosts that violate the rules. Availability takes preference in this
scenario.
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Installation

The installation of Virtual SAN Stretched Cluster is almost identical to how
Fault Domains were implemented in earlier VSAN versions, with a couple of
additional steps. This part of the guide will walk the reader through a
stretched cluster configuration.

Before you start

Before delving into the installation of a Virtual SAN Stretched Cluster, there
are a number of important features to highlight that are specific to stretch
cluster environments.

What is a Preferred domain/preferred site?

Preferred domain/preferred site is simply a directive for Virtual SAN. The
“preferred” site is the site that Virtual SAN wishes to remain running when
there is a failure and the sites can no longer communicate. One might say that
the “preferred site” is the site expected to have the most reliability.

Since virtual machines can run on any of the two sites, if network connectivity
is lost between site 1 and site 2, but both still have connectivity to the witness,
the preferred site is the one that survives and its components remains active,
while the storage on the non-preferred site is marked as down and
components on that site are marked as absent.

What is read locality?

Since virtual machines deployed on Virtual SAN Stretched Cluster will have
compute on one site, but a copy of the data on both sites, VSAN will use a
read locality algorithm to read 100% from the data copy on the local site, i.e.
same site where the compute resides. This is not the regular VSAN algorithm,
which reads in a round-robin fashion across all replica copies of the data.

This new algorithm for Virtual SAN Stretched Clusters will reduce the latency
incurred on read operations.

If latency is less than 5ms and there is enough bandwidth between the sites,
read locality could be disabled. However please note that disabling read
locality means that the read algorithm reverts to the round robin mechanism,
and for Virtual SAN Stretched Clusters, 50% of the read requests will be sent
to the remote site. This is a significant consideration for sizing of the network
bandwidth. Please refer to the sizing of the network bandwidth between the
two main sites for more details.

Read locality can be enabled/disabled via the advanced parameter,
VSAN.DOMOwnerForceWarmCache. This advanced parameter is hidden and is
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not visible in the Advanced System Settings vSphere web client. It is only
available the CLI.

Caution: Read locality is enabled by default when Virtual SAN Stretched
Cluster is configured - it should only be disabled under the guidance of
VMware’s Global Support Services organization, and only when extremely low
latency is available across all sites.

Witness host must not be part of the VSAN cluster

When configuring your Virtual SAN stretched cluster, only data hosts must be
in the cluster object in vCenter. The witness host must remain outside of the
cluster, and must not be added to the cluster at any point. Thus for a 1+1+1
configuration, where there is one host at each site and one physical ESXi
witness host, the configuration will look similar to the following:

v [Jie-vcsa-10.ie.local
v [ ' stretch-DC
G\ cs-ie-dell01.ie local
I3\ cs-ie-dell0d.ie local

Gp w2k12-r2-vm
» [ cs-ie-deli02iie.local

Note that the witness host is not shaded in blue in this case. The witness host
only appears shaded in blue when a witness appliance (OVA) is deployed.
Physical hosts that are used as witness hosts are not shaded in blue.
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Virtual SAN Health Check Plugin for Stretched
Clusters

Virtual SAN 6.1, shipped with vSphere 6.0U1, has a health check feature built in.
This functionality was first available for Virtual SAN 6.0. The updated 6.1
version of the health check for Virtual SAN has enhancements specifically for
Virtual SAN stretched cluster.

Once the ESXi hosts have been upgraded or installed with ESXi version 6.0U1,
there are no additional requirements for enabling the VSAN health check. Note
that ESXi version 6.0U1 is a requirement for Virtual SAN Stretched Cluster.

Similarly, once the vCenter Server has been upgraded to version 6.0U1, the
VSAN Health Check plugin components are also upgraded automatically,
provided vSphere DRS is licensed, and DRS Automation is set to Fully
Automated. If vSphere DRS is not licensed, or not set to Fully Automated, then
hosts will have to be evacuated and the Health Check vSphere Installable
Bundle (vib) will have to be installed manually.

Please refer to the 6.1 Health Check Guide got additional information. The
location is available in the appendix of this guide.
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New Virtual SAN health checks for Stretched Cluster configurations

As mentioned, there are new health checks for Virtual SAN Stretched Cluster.
Select the Cluster object in the vCenter inventory, click on Monitor > Virtual
SAN > Health. Ensure the stretched cluster health checks pass when the
cluster is configured.

Note that the stretched cluster checks will not be visible until the stretch
cluster configuration is completed.

«“ Virtual SAN Health (Last checked: Today at 12:38)
Physical Disks S Tasl Narme
Virtual Disks ® Passed » Datahealth
Resyncing Components ® Passed » Limits health
m ® Passed » Network health
Proactive Tests ® Passed » Physical disk health
® Passed v Stretched cluster health
® Passed Cluster with multiple unicast agents
@ Passed Fault domain number check
@® Passed Host without configured unicast agent
® Passed Some hosts do not support stretched cluster
® Passed Stretched cluster with no disk mapping witness host
® Passed Stretched cluster without a witness host
® Passed Witness hostinside one of the fault domains
® Passed Witness host part of cluster
® Passed Witness host with invalid preferred fault domain
® Passed Witness host with non-existing fault domain
i)
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Using a witness appliance

Virtual SAN stretched cluster supports the use of a ESXi virtual machine as a
witness host. This is available as an OVA (Open Virtual Appliance) from
VMware. However this witness ESXi virtual machine needs to reside on a
physical ESXi host, and that requires some special networking configuration
for the witness ESXi virtual machine.

Physical ESXi preparation for withess deployment

The witness ESXi virtual machine contains two network adapters. One of the
network adapters is used to connect to the ESXi/vCenter management
network whilst the other network adapter is used to connect to the VSAN
network. Therefore, there is a requirement to have two virtual machine
network created on the physical ESXi host so that the witness ESXi virtual
machine can communicate to the rest of the cluster. One of the virtual
machine networks should be able to reach the management network and the
other virtual machine network should be able to reach the VSAN network.

A note about promiscuous mode

In many nested ESXi environments, there is a recommendation to enable
promiscuous mode to allow all Ethernet frames to pass to all VMs that are
attached to the port group, even if it is not intended for that particular VM.
The reason promiscuous mode is enabled in many nested environments is to
prevent a virtual switch from dropping packets for (nested) vmnics that it
does not know about on nested ESXi hosts.

If the MAC address of the virtual machine network adapter matches the MAC
address of the nested ESXi vmnic, no packets are dropped. The witness ESXi
virtual machine OV A has been configured to have the MAC addresses match,
then promiscuous mode would not be needed.

] Nested ESXi
As long as :
these match g Witness VM
"I‘_lee':ﬁo’."" il rrv iy
promiscuous - \I,q -
mode ‘ 4 N
Virtual Switch

! 1 Management
l Network

VSAN Network
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Setup Step 1: Deploy the Withess ESXi OVA

The first step is to download and deploy the witness ESXi OVA, or deploy it
directly via a URL, as shown below. In this example it has been downloaded:

Deploy OVF Template (2)
1 Source Select source
Selectthe source location
M 2 soocisouce ]
v 1b Review details Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer,
such as a local hard drive, a network share, or a CD/DVD drive
1¢ AcceptLicense
Agreements JURL
2 Destination [ L\
-
o (o) Local file

| Browse... | Z:templporiordanistretch-vs anViware-VirtualSAN-Witness-6.0.0.update01-2990780.0va

3 Ready to complete

Next Cancel

Examine the details. Note that it states that this is the VMware Virtual SAN
Witness Appliance, version 6.1.

Deploy OVF Template 2 »

1 Source Review details

Verify the OVF template details
v 1a Selectsource

v BRLLEETET

Product Wware Vinual SAN Witness Appliance
1 kce cense i
¢ Agreements Version 6.1
2 Destination Vendor Wiware, Inc
a Selectname and folde Publisher © Unknown (Trusted cerificate)
2b Select configuratior Download size 3442 MB
e Unknown (thin provisioned)
— e Size on disk
. 368.0 GB (thick provisioned)
o N Description ViAware Virtual SAN Witness Appliance
3 Ready to complete

Back Next Cancel
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Accept the EULA as shown below:

2a Selectname and folder

3 Ready to complete

Deploy OVF Template 20
1 Source Accept License Agreements
You must read and accept the license agreements associated with this template before continuing
v 1a Selectsource
v 1b Review details
- Accept License VIMWARE END USER LICENSE AGREEMENT B
Agreements oo
2 Destination PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE OF THE

SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE

IMPORTANT-READ CAREFULLY: BY DOWNLOADING., INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL OR
LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT ("EULA"). IF YOU DO NOT
AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST
DELETE OR RETURN THE UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30)
DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is only permitted in a
non-production environment and for the period limited by the License Key. Notwithstanding any other provision in this EULA, an
Evaluation License of the Software is provided "AS-IS" without indemnification, support or warranty of any kind, expressed or
implied.

1. DEFINITIONS.
1.17Affiliate™ means, with respect to a party at a given ime, an entity that then is directly or indirectly controlled by, Is under

common control with, or controls that party, and here “control” means an ownership, voting or similar interest representing fifty
percent (50%) or more of the total interests then outstanding of that entity. v

[ Accept |

Back Next Cancel

Give the witness a

name (e.g. witness-01), and select a folder to deploy it to.

Bd 2a Selectname and folder

v  2b Selectconfiguration

2¢ Selecta resource

3 Ready to complete

Deploy OVF Template 2 »

1 Source Select name and folder

Specify a name and locaton for the deployed template
v 1a Selectsource
v 1b Review details Name: [watness01 T |
v AcceptLicense
Agreements i Select a folder or datacenter
2 Destination

[«

[

v (Jievcsa-11.e.local
v [ Datacenter

il Discovered virtual machine

The folder you select is where the entity will be located, and
will be used to apply permissions to it

The name of the entity must be unigue within each vCenter
Server VM folder

Back Next Cancel

At this point a decision needs to be made regarding the expected size of the
stretched cluster configuration. There are three options offered. If you expect
the number of VMs deployed on the Virtual SAN Stretched Cluster to be 10 or
fewer, select the Tiny configuration. If you expect to deploy more than 10 VMs,
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but less than 500 VMs, then the Normal (default option) should be chosen. For
more than 500VMs, choose the Large option. On selecting a particular
configuration, the resources consumed by the appliance and displayed in the
wizard (CPU, Memory and Disk):

Deploy OVF Template (?) »I
1 Source Select configuration
Select a deployment configuration
v 1a Selectsource
v  1b Review details Configuration [Normal (up 10 500 VMs) 1 'J
AcceptLicense " .
v st Configuration i TInY (10 VMs or fewer)
2 Destination ormat (up B X0
*2vCPUs 1 arge (more than 500 VM)
v 2a Selectname and folder * 16GB vRAM
BN St oeiecrcon o * 1x 8GB ESXi Boot Disk
* 14 350G8 Magnetic Disk
2¢ Selecta resource * 1x 10GB Solid-State Disk
- * Maximum of 22K Components
3 Ready to complete
Back Next Cancel

Select a datastore for the witness ESXi VM. This will be one of the datastore
available to the underlying physical host. You should consider when the
witness is deployed as thick or thin, as thin VMs may grow over time, so
ensure there is enough capacity on the selected datastore.
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[ Deploy OVF Template

1 Source Select storage

Select locaton to store the files for the deployed template
v 13 Selectsource

<

1b Review details

Select virtual disk format: | Thin Provision |-
v 4 AcceptLicense
Agreements VM sStorage Policy: | Datastore Default |~ @
2 Destination The following datastores are accessible from the destination resource that you selecled. Select the destination datastore for the

2a Select name and foider virtual machine configuration files and all of the virtual disks.

v
v 2b Select configuration Name Capadcity Provisioned Free Type -
R e e e 3 ds-vmis-fc-vni5500-01-lun-24 1,023.75GB 104TB 1,02261GB VNFS
—— a 05~vm|s'1c~vnx55%01-Iun~22 1,023.75GB 180 GB 1,021.95 GB VNFS
v
B ds-vmis1cniS500-01-lun-14 1,02375GB 12.06 GB 1,011.69 GB VMFS
2e Setup networks
3 DS-VMFS-VNX01-RAIDS-LUN11 1,02375GB 1235GB 1,011.40 GB VNFS
R B wxuns 1,02375GB 17.85G8 1,005.90 GB VMFS
3 Ready to complete B DS-VMFS-VNX01-RAIDS-LUN12 1,023.75GB 1829GB 1,005.46 GB VMFS
B wnxlung 1,023.75G8 27.84GB 99591 GB VNFS
B8 wxdun? 10237568 28.07 GB 99568 GB VNFS
B dsvmis-fe-vniS500-01-lun-00 1,02375G8B 23492GB 946,61 GB VNFS
B wnxlund 1,023.75GB 88.35GB 93540 GB VNFS
B3 DS-VMFS-VNX01-RAIDS-LUN13 1,023.75GB 12348 GB 900.27 GB VMES
« o »
Back Next Fin Cancel

Select a network for the management network. This gets associated with both
network interfaces (management and VSAN) at deployment, so later on the
VSAN network configuration will need updating.

Deploy OVF Template (2) »
1 Source Setup networks
Configure the networks the deployed template should use
v 13 Selectsource
v 1b Revew detals Source Destination Cenfiguration
Agreements
2 Destination
v 2a Selectname and foider
v 2b Select configuration
v 2c Selectaresource IPprotocol:  1Pw IP allocation:  Static - Manual @
v 2d Selectstorage
v EETTTTS A |
Source: sc-build-vapp - Description
21 Customize template The sc-build-vapp network
3 Ready to complete
Destination: VLAN70-147.70.0.0 - Protocol settings
No configuration needed for this network
Back Next Fin Cancel

Give a root password for the witness ESXi host:
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Deploy OVF Template
1 Source Customize template
Customize the deployment properties of this software solution
Vv  1a Selectsource
v 1b Review details © Al properties have valid values Shownext.  Collapse all..
v AcceptLicense
Agreements ~ Uncategorized 1 setting
2 Destination Rootpassword  Setpassword for root account.
v 2a Selectname and foider Avalid password should be a mixof upper and lower case letters,
digits, and other characters. You can use a 7 character long
V' 2D Select configuraion password with characters from atleast 3 of these 4 classes.
«  2¢ Selecta resource An upper case letter that begins the passwq{ and a digit that
ends it do not count towards the number of ¥Naracter classes used.
Vv 20 Selectstorage Enter password
Vv 2e Setup networks . -
Confirm password I.l I
M 2f Customize template
v 3 Ready to complete
Back Next Finish Cancel

At this point, the witness appliance (ESXi VM) is ready to be deployed. You
can choose to power it on after deployment by selecting the checkbox below,
or power it on manually via the vSphere web client Ul later:

Deploy OVF Template 2 »

1 Source Ready to complete

Rewview your settings selections before finishing the wizard
v 13 Selectsource

v 1b Revew details OVF file Z'temp\poriordanistretch-vsan\Viware-VirualSAN-Witness-6.0.0.update01-2990780.ova
v AcceptLicense Download size 344218
e en Size on disk 368.0GB
LRt Name witness-01
Vv 2a Selectname and foider Deployment configuration Normal (up to 500 VMs)
v 2b Select configuration Target Cluster
«  2¢ Selectaresource Datastore ds-vmfs-fc-vnx5500-01-lun-24
Folder Datacenter
o ARSI Disk storage Thick Provision Lazy Zeroed
V' 2e Setup networks Network mapping sc-build-vapp to VLAN70-147.70.0.0
v 2f Customize template IP allocation Static - Manual, IPv4

[V] Power on after deployment

Back Next Finish Cancel

Once the witness appliance is deployed and powered on, select it in the
vSphere web client Ul and begin the next steps in the configuration process.
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Setup Step 2: Configure Witness ESXi VM
management network

Once the witness ESXi virtual machine has been deployed, select it in the
vSphere web client Ul, and edit the settings. As mentioned previously, there
are two virtual networks adapters. Both adapters will be assigned to the
management network that was selected during the OVA deploy. At this time,
there is no way to select alternate networks, such as the VSAN network)
during the deployment. Administrators will have to edit the network for
network adapter 2 to ensure that it is attached to the correct VSAN network.

{1 witness-01 - Edit Settings 2n
[Vituall-laroware | VM Options l SDRS Rules { vApp Options
~ [l Network adapter 1 | VLANT0-147.70.0.0 (stretched-vswit | v | [ Connected N
Status (¥ Connect At Power On
PortiD 130
Adapter Type ! v
DirectPath /O ¥ Enable
A\ This type of network adapter is not supported by {0}VMware
ESXi5x
MAC Address v
Shares | Normal |~ v
Reservation 0 v || Mbits |~
Limit Unlimited v || moits |+
- Network adapter 2 } VLANS0D--147.80.0.0 (stretched-vawi "v ¥ Connected
Status [ Connect At Power On
PortiD 48
Adapter Type v
DirectPath /O (¥ Enable
A& This type of network adapter is not supported by {0}VMware
ESXi5x
MAC Address e
Shares | Normal |~ -
Reservation 0 v || Moits |~
Limit Unlimited - | Mbit's |+
» [ video card -
v
New device: | SRR 7Y Y- J— v
Compatibility: ESXi 5.5 and latar (VM version 10) oK Cancel
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At this point, the console of the witness ESXi virtual machine should be access
to add the correct networking information, such as IP address and DNS, for
the management network.

On launching the console, unless you have a DHCP server on the management
network, it is very likely that the landing page of the DCUI will look something
similar to the following:

VMuare ESXi 6.8.0 (VMKernel Release Build 2998788)
VMuare, Inc. VMuare Virtuval Platforn

2 x Intel(R) Xeon(R) CPU X5650 @ 2.67GHz
16 GiB Memory

Dounload tools to manage this host from:
http://sc-abl1-049-251/
http://169.254.89.32/ (Maiting for DHCP...)
http://(feB0::250:56ff :fe96:a7831/ (STATIC)

Harning: DHCP lookup failed. You may be unable to access this system until you customize its
netuwork configuration.

<F2> Customize Systen/Vieuw Logs <F12> Shut Doun/Restart

Use the <F2> key to customize the system. The root login and password will
need to be provided at this point. This is the root password that was added
during the OVA deployment earlier.

Select the Network Adapters view. There will be two network adapters, each
corresponding to the network adapters on the virtual machine. You should
note that the MAC address of the network adapters from the DCUI view match
the MAC address of the network adapters from the virtual machine view.
Because these match, there is no need to use promiscuous mode on the
network, as discussed earlier.
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Select vmnicO, and if you wish to view further information, select the key <D>
to see more details.

Netuwork Adapters

Select the adapters for this host’s default management network
connect ion. Use two or more adapters for fault-tolerance and
load-balancing.

Harduare Label (MAC Address) Status
Ethernetd (...0:56:96:a7:83) Connected (...)
Ethernetl (...0:56:96:fb:ec) Connected (...)

<D> Vieu Details <Space> Toggle Selected <Enter> 0K <Esc> Cancel

Navigate to the IPv4 Configuration section. This will be using DHCP by default.
Select the static option as shown below and add the appropriate IP address,
subnet mask and default gateway for this witness ESXi’s management network.

IPv4 Conf igurat ion

This host can obtain netuwork settings automatically if your network
includes a DHCP server If it does not, the following settings must be

specified:

( ) Disable IPv4 configuration for management netuwork
() Use anic IPv4 address and network configuration

(o) Set static IPv4 address and netuork configbration:

IPv4 Address [ 147.70.0.15 ]
Subnet Mask [ 255.255.255.0 1
Default Gateway [ 147.70.0.1 ]
<Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel
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The next step is to configure DNS. A primary DNS server should be added and
an optional alternate DNS server can also be added. The FQDN, fully qualified
domain name, of the host should also be added at this point.

DNS Conf iguration

( ) Obtain DNS server addresses and a hostname automatically
(o) Use the follouing DNS server addresses and hostname:

Primnary DNS Server [ 172.38.0.252 ]
Alternate DNS Server [ 172.30.0.253 ]

lostnane [ witness-01.rainpole.con

<Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel

One final recommendation is to do a test of the management network. One
can also try adding the IP address of the vCenter server at this point just to
make sure that it is also reachable.

Test ing Management Network

upt

Pinging address #1 (147.70.08.1). 0K
Pinging address #2 (172.308.0.252). oK.
Pinging address #3 (172.38.8.5). 0K.
Resolving hostnane (witness-Ol1.rainpole.com). 0K

When all the tests have passed, and the FQDN is resolvable, administrators
can move onto the next step of the configuration, which is adding the witness
ESXi to the vCenter server.
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Setup Step 3: Add Witness ESXi VM to vCenter
Server

There is no difference to adding the witness ESXi VM to vCenter server when
compared to adding physical ESXi hosts. However there are some interesting
items to highlight during the process. First step is to provide the name of the
witness to. In this example, vCenter server is managing multiple data centers,
so we are adding the host to the witness data center.

) Add Host oN
v Enter the name or IP address of the host o add to vCenter Server
2 Connection settings Hostname of IP address |wmess-01 rainpole.com T |
<t s XL
3 Host summary Location fla Witness-DataCenter
4 VM location
Type. - 0

5 Ready to compiete

Next Cancel

Provide the appropriate credentials, in this example root user and password:

) Add Host 2n

v 1 Name and location Enter the administrative account information for the host The vSphere Web Client will use this information to connect to the host
and establish a permanent account for its operations.

2 Connection settings

 nam: root
3 Host summary Username:  [roo

4 VM location Password.  |seeseerees

5 Ready to complete

Back ueh Cancel

STORAGE and AVAILABILITY Documentation / 5 8



Virtual SAN Stretched Cluster Guide

Acknowledge the certificate warning:

The cerificate store of vCenter Server cannot verify the
certificate.

The SHAT thumbprint of the certificate Is:
A5:5A07:1213:73:66:8258:8C:1B:88:86 E0:49:A5:5C.9E:3D!
54

Click Yes to replace the host's certificate with aInw centificate
signed by the Vitware Certificate Server and proceed with the
workflow.

Click No to cancal connecting to the host

There should be no virtual machines on the witness appliance. Note that it can
never run VMs in a Virtual SAN Stretched Cluster configuration. Note also the
mode: VMware Virtual Platform. Note also that builds number may differ to the
one shown here.

v 1 Name and location Name witness-01.rainpole.com
v 2 Connection settings Vendor VMware, Inc.
O —

4 Assign license Version VMware ESXi 6.0.0 bui#d-2990780

5 Lockdown mode

Virtual Machines
6 VM location

7 Ready to compiete
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The witness appliance also comes with its own license. You do not need to
consume vSphere licenses for the witness appliance:

% Add Host 2 n
v 1 Name and location Licenses
v 2 Connection settings + P2 ZF Q Finte .
v 3 Host summary Licerse License Key Progect Ussge Capaaty
4 4 Assign license * @ Ucense1 ouowlg‘x-mw- VMware vSphere 6.. 2CPUs 2CPUs
) ) - - . P
B e e O &3 vsphere 4J2J6 45-280P0- VMware vSpherew.. 8CPUs 64 CPUs
( ] Evaluation License - - - -
6 VM location
7 Ready to compiete
M Jitems [~
Assignment Validation for License 1
v Thelicense assignment is valid
Back Next Cancel

Lockdown mode is disabled by default. Depending on the policies in use at a
customer’s site, the administrator may choose a different mode to the default:

© Add Host 2 »

v 1 Name and location When enabled, lockdown mode prevents remote users from logging directly into this host The host will only be accessible through

local console or an authorized centralized management application
v 20 sel s Cal Cof 3 nzed ce Qe pplicato

v 3 Host summary I you are unsure what to do, leave lockdown mode disabdled. You can configure lockdown mode later by editing Security Profile in

host settings
V4 Assign license seemngs
) Disabled

B 5 Lockdown mode
Normal

v 6 VM location The hostIs accessible only through the local console or vCenter Server

7 Ready to compiete Suict
The hostis accessible only through vCenter Server. The Direct Console Ul senvice is stopped

ch Next Cancel
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The next step is to choose a location for VMs. This will not matter for the
witness appliance, as it will never host virtual machines of its own:

% Add Host 2 »
v 1 Name and location Q )

¥ 7 Comectonsens |~ I Viness-DataCenter |

v 3 Host summary

W 4 Assign license

v 5 Lockdown mode

4 6 VM location

v 7 Ready to complete

Back Next Finish Cancel

N

Click finish when ready to complete the addition of the witness to the vCenter

server:
%) Add Host ON4
v 1 Name and location Name witness-01.rainpole.com
v 2 Connection settings Version ViMware ESXI 6.0.0 build-2920780
v 3 Host summary License License 1
4 Assign license Networks VM Network
v 5 Lockdown mode Lockdown mode  Disabled
v 6 VM location WM location Vitness-DataCenter
v

Back X F'&sn Cancel
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One final item of note is the appearance of the witness appliance in the
vCenter inventory. It has a light blue shading, to differentiate it from standard
ESXi hosts. It might be a little difficult to see in the screen shot below, but
should be clearly visible in your infrastructure. (Note: the “No datastores have
been configured” message is because the nested ESXi host has no VMFS
datastore. This can be ignored, or if necessary a small 2GB disk can be added
to the host and a VMFS volume can be built on it to remove the message
completely).

vmware* vSphere Web Client fi= Updatedat 1135 © | Administrator@VSPHERE LOCAL ~
Navigator X [} witness.01.rainpole.com  Actions v = |
| <4 Home Lol Gefting Started | Summary | Mondor Manage Related Objects
|
|| @ @ a a witness-01.rainpole.com cpu FREE: 533 Gz
v () momt-vc01 rainpole. com — G
. ) y Type. s USED: 0.00 Hz CAPACITY: 833 GHz
v [l Stretchec-DataCenter Modet VMware, hc. Viware Virtssi Patform
nEnoR FREE 1558 G
v stretchedasan ‘ ProcessorType:  teR) XeondR) CPU XS650 @ 2670Hz il €E 159806
& es2101-sitea rainpole com = Logical Processors: 2 USED 0008 CAPACITY: 15,58 G8
[ es1101-sited rainpole.com NCs: 2 STORAGE FREE: 0008
(3 es1i02-sitea rainpole.com Virtual Machines: 0 1 oy
3 e51i02-sited rainpole.com
[l Witness-DataCenter State Connected
i witness-01.rainpole Uptme. 0 second *

No datastores have been configured

* Hardware O~ Configuration o

- Tags o ESXESX Version VMware ESX, 6.0.0, 2990780

Anigned Tag T, Drariolin Image Profile E5)6-6.0.0-20150902001-standard
This listis empty. vSphere HA State @ NA

» Fault Tolerance (Legacy) Unsupported

» Fault Tolerance Unsupponed
» EVCMode Disabled
~ Related Objects o

Assign
9 More Related Objects

One final recommendation is to verify that the settings of the witness
appliance matches the Tiny, Normal or Large configuration selected during
deployment. For example, the Normal deployment should have an 8GB HDD
for boot, a T0GB Flash that will be configured later on as a cache device and
another 350 HDD that will also be configured later on as a capacity device.

1 [lmwuﬂpoh.com Actions » =y ‘

Getting Started  Summary  Monitor Manaqé Related Objects

— . . :
Settings | Storage | Alarm D Tags | Per
“ Storage Devices
Storage Adapters - - »
S B o %) @ e 48 All Actioni[5 + Q Filter -
Name Type Capaoty Operations! State Hardware Acosleration Drive Type Transport
Host Cache Configuration ) 402y \iware Disk (mprvmhbat:COTOLO)  disk 800GB Aftached Not supported HDD Parallel SCSI \
Protocol Endpoints Local VMware Disk (mpxvmhba1:CO.T2L0)  disk 10.00GE  Aftached [\ Not supported Flash Parallel SCSI
Local VMware Disk (mpxvmhba1:C0.T1:L0) disk 350.00GE Aftached Not supported HDD Parallel SCSI

Once confirmed, you can proceed to the next step of configuring the VSAN
network for the witness appliance.
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Setup Step 4: Configure VSAN network on Witness

host

The next step is to configure the VSAN network correctly on the witness ESXi
VM. When the witness is selected, navigate to Manage > Networking > Virtual
Switches as shown below. The witness has a portgroup pre-defined called
witnessPg. Here the VMkernel port to be used for VSAN traffic is visible. If
there is no DHCP server on the VSAN network (which is likely), then the
VMkernel adapter will not have a valid IP address, nor will it be tagged for

VSAN traffic.

vmware* vSphere Web Client

Updatedat 1135 ©) | Administiator@VSPHERELOCAL ~ | Help

~ Navigator
| 4 Home o]
o @ a @a
v (5 momtvc1 rainpole.com
v [ly Stretchec-DataCenter
B svetchedsan
(& #s1101-sitea rainpole.com

[ es1101-sited rainpole.com
{3 es1i02-sitea rainpole.com
(G es1i02-siteb rainpole.com
v [ly Witness-DataCenter
weness-01 rainpol com

VMkernel adapters

Physical adapters
TCPAP configuration

Advanced

Geftng Started  Summary  Monitor | Manage | Related Objects

Settings | Storage [NeMWoring | Alarm Definitons | Tags | Permissions.

Virtual switches

Rema/s X0

£ wicno
$7 winessSwitcn -

Standard switch: witness Switch (witnessPg)

7 X <

[® winessPg () (¥ Physical Agapters

VLANID; # ymnic1 10000 Full 0!
¥ VMkemel Ports (1) S
%‘m_" ‘

_

Select the witnessPg portgroup (which has a VMkernel adapter), and then
select the option to edit it. Tag the VMkernel port for VSAN traffic, as shown

below:

[ vmk1 - Edit Settings

NIC settings
1Pv4 settings
TCPAP stackc
IPV6 settings
Analyze impact Available services

Enable senices:

] wiotion traffic

[[] Provisioning traffic

] Fault Tolerance logging

(] management traffic

[[] vSphere Replication trafic

[[] vSphere Replication NFC traffic

ﬁlﬂual SAN traffic

[ ok || Cancel
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In the NIC settings, ensure the MTU is set to the same value as the Stretched
Cluster hosts’ VSAN VMkernel interface.

vink1 - Edit Settings (?)

Port properties MTU: (1500 (5]
s

IPv4 settings
IPV6 settings
Analyze impact

In the IPV4 settings, a default IP address has been allocated. Modify it for the
VSAN traffic network.

# vmk1 - Edit Settings O 1

Port properties () No IPv4 seftings
NIC settings () Obtain IPv4 settings automatically
1Pv6 settings 1Pv4 address 169 254 112 23
Analyze impact Subnet mask 255 255 0 0

Default gateway for IPv4. 147.7001

DNS server addresses 17230.0.252

172300253
oK Cancel |
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Once the VMkernel has been tagged for VSAN traffic, and has a valid IP, click

OK.

vmk1 - Edit Settings (?)
Port properties (U No IPv4 settings
NIC settings ( Obtain IPv4 settings automatically
IPv6 settings 1Pv4 address. 147 . 80 0 15 %
Analyze impact Subnet mask 255 .255 255 . 0
Default gateway for IPv4. 147.7001
DNS server addresses 172.30.0.252
172.30.0.253
0K canceu'
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Setup Step 5: Implement Static Routes

The final step before we can configure the Virtual SAN Stretched Cluster is to
ensure that the hosts residing in the data sites can reach the witness host’s
VSAN network, and vice-versa. In the screen shots below, there are SSH
sessions opened to a host in data site 1, a host in data site 2 and the witness
host. Due to the reasons outlined earlier, with ESXi hosts having a single
default TCPIP stack, and thus a single default gateway, there is no route to the
VSAN networks from these hosts. Pings to the remote VSAN networks fail.

B e

i01-sitea.rainpole.com - PUTTY s @= -@mz-mmmnm.mm»mm [ ® W

s | Pen

~ s E
e [ eo |

- Recent Tasks

To address this, administrators must implement static routes. Static routes, as
highlighted previously, tell the TCPIP stack to use a different path to reach a
particular network. Now we can tell the TCPIP stack on the data hosts to use a
different network path (instead of the default gateway) to reach the VSAN
network on the witness host. Similarly, we can tell the witness host to use an
alternate path to reach the VSAN network on the data hosts rather than via
the default gateway.

Note once again that the VSAN network is a stretched L2 broadcast domain
between the data sites as per VMware recommendations, but L3 is required to
reach the VSAN network of the witness appliance. Therefore, static routes are
needed between the data hosts and the witness host for the VSAN network,
but they are not required for the data hosts on different sites to communicate
to each other over the VSAN network.
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&P esidl-siteanainpole.com - PuTTY ol[@R ‘es2-siteb.rainpole
- ‘
H
(
(
&N
(

2 witness-01.nainpole.com - PuTTY = o =

o -

The esxcli commands used to add a static route is:

sh Edt

esxcli network ip route ipv4 add -n <remote network> -g <gateway to
use>

Other useful commands are esxcfg-route -n, which will display the network
neighbors on various interfaces, and esxcli network ip route ipv4 list, to
display gateways for various networks. Make sure this step is repeated for all
hosts.

The final test is a ping test to ensure the remote VSAN network can now be
reached, in both directions. Now the Virtual SAN Stretched Cluster can now be
configured.
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Configuring Virtual SAN Stretched Cluster

The following are the steps that should be followed to install Virtual SAN
stretched cluster. This example is a 2+2+1 deployment, meaning two ESXi
hosts at the preferred site, two ESXi hosts at the secondary site and 1 witness
host.

Configure Step 1: Create a VSAN Cluster

In this example, there are 4 nodes available: esx0l-sitea, esx02-sitea, esx01-
siteb and esx02-siteb. All four hosts reside in a cluster called stretched-vsan.
The fifth host witness-0O1, which is the witness host, is in its own datacenter
and is not added to the cluster.

Navigator X () strtchedaan | Ackons ~ -
1 o) GemngStated  Summary Montior | Manage | Retated Odects
] 8 a T

(@ momi01 rainpole com BUBATH Schecused Tasks | Alarm Desinions | Tags | Permissions

| v [ Svexcnec-OataCenter

[CEe_]

(3 #5200 1-sea rainpols com
(3 e5001-30e2 rampols com

4hosts
» [Jwitness-01 rainpole com 4018 ehgole
40l 4 eligtle

Fasit Domains Total capacity of Vinuad SAN datastore 360 T8
Healn Free capacky of Virual SAN datastore 360 T8

v Configuraton Network status v Normal

On.disk Format Versioa

Vidware EVC Desk format version 20 Matesn)

ViiHost Groups Disks with cutdated version @ 0018

Configure Step 2: Create Fault Domains/Stretch
Cluster

Stretched clusters across a metro distance are configured in much the same
way as fault domains are configured to make Virtual SAN rack aware. In this
case, we are making Virtual SAN data center aware. To configure stretch
cluster and fault domains, navigate to the Manage > Virtual SAN > Fault
Domains view as shown below, and click on the icon that begins the stretch
cluster configuration.
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l'ﬁmﬂ-vuu | Actions ~ = |

Getting Started  Summary  Monitor uanagé Related Objects

'&&lgs Scheduled Tasks | Alarm Deﬁﬁmons ‘[ Téqs i Pénﬁlséioﬁs

“ Virtual SAN Cluster Fault Domains

v Services You can group Virtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it. Failure of all hosts

vSphere DRS within a single fault domain is treated as one failure. If fault domains are specified, Vitual SAN will never put more than one replica of the same object in the
same fault domain
vSphere HA )
S (e
+ Virtual SAN + ¢ Q Fitter
General Foult Domay~"

Cz;ﬁﬁoure VSAN Stretched Cluster
~ Hosts v 7

@ esxi02-sitea rainpole com

Disk Management

Fault Domains

@ esxi01-siteb rainpole com

Health
[ esxi02-siteb.rainpole.com
w Configuration .
E esxi01-sitea rainpole com

General

Configure Step 3: Assign hosts to sites

At this point, hosts can now be assigned to fault domains/stretch cluster sites.
Note that the names have been pre-assigned. The prefer site is the one which
will run VMs in the event that there is a split-brain type scenario in the cluster.
In this example, hosts esxOl1-sitea and esx02-sitea will remain in the preferred

site, and hosts esxO1-siteb and esx02-siteb will be assigned to the secondary
site.

[} stretched-vsan - Configure VSAN Stretched Cluster

S
Divide the hosts in 2 fault domains that will be used for configuring VSAN stretched cluster.
2 Select a witness host
Claim a disk group on referred f: in 1 in
st Preferred fault domain §) Secondary fault domain §)
4 Ready to complete Name: | Preferred Name: | Secondary
Q Fllte - Q Filter -
Fault Domain/Host Fault Domain/Host
~ Hosts notin fault domain (2 hosts) ~ Hosts not in fault domain (2 hosts)
[@ esxi02-sitea rainpole.com [ esxi01-siteb.rainpole.com
[f, esxi01-sitea.rainpole.com [} esx02-siteb.rainpole.com
M 2hosts |=~ M 2hosts [~
Next Cancel
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Configure Step 4: Select a witness host and disk
group

The next step is to select the witness host. At this point, the host witness-01 is
chosen. Note once again that this host does not reside in the cluster. It is
outside of the cluster. In fact, in this setup, it is in its own data center:

[} stretched-vsan - Configure VSAN Stretched Cluster (?)

v 1 Configure fault domains Select a witness host
Select a host which will store all the witness components for this VSAN Stretched Cluster.

v
Claim a disk group on
witness host Q

AT w (5] mgmt-ve01.rainpole.com

v [I3 Stretched-DataCenter
v strechedvsan Select a hostto act as witness for the VSAN Stretched
[3 esi01-sitea rainpole.com Cluster
@ esxi01-sited.rainpole.com
ﬂ esxi02-sitea.rainpole.com The witness host must not be in any VSAN enabled
[ esxi02-siteb.rainpole.com cluster and must have at least one Vilkemel adapter

v [l Witness-DataCenter with VSAN traffic enabled, with connection to all hosts

inth r.
R witness-01.rainpole.com 9 chusts
N

witness-01.rainpole.com

Compatibility

0 Compatibility checks succeeded.

Back Next Cancel

When the witness is selected, a flash device and a magnetic disk need to be
chosen to create a disk group. These are already available in the witness
appliance.
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N
(5] vsan - ( VSAN Cluster 2
+ 1 Configure fault domains Claim a disk group on witness host

Claim at least one device for the cache and capacity tiers, so a valid VSAN disk group can be created on the witness
v 2 Select a witness host host. The minimal requirements for the witness host are 100 GB of storage space.
3 Claim a disk group on
witness host First, select a single disk to serve as a write cache and read buffer.
4 Ready to complete Qrrer -
Name Drive Type Capacity Teansport Type
O] Local VMware Disk (mpxvmhba1.C0:T2:L0) Flash 10.00 GB Parallel SCSI
n 1items Q X
Then, select one or more disks to serve as capacity disks
Capacity type: | HDD |« ] Q Fite .
Name Drive Type Capscity Transport Type
¥ & Local VMware Disk (mpxvmhba1:C0:T1:L0) HDD 35000GB  Parallel SCSI
M titems (o~
Back Next Cancel
N

Configure Step 5: Verify the Configuration

Verify that the Preferred fault domain
the desired hosts, and that the witness

and the Secondary fault domains have
host is the desired witness host.

I[J stretched-vsan - Configure VSAN Stretched Cluster

+ 1 Configure fault domains Ready to complete
v 2 Selecta witness host

v o3 Claim a disk group on
witness host

4 4 Ready to complete

Preferred fault domain name
Hosts in preferred fault domain

Secondary fault domain name
Hosts in secondary fault domain:

Witness host
Cache disk
Storage disks

Review your settings selections before finishing the wizard

Preferred
esxi02-sitea.rainpole.com
esxi01-sitea rainpole.com
Secondary
esxi01-siteb.rainpole.com
esxi02-siteb.rainpole.com
witness-01.rainpole.com
mpxvmhba1:.CO.T2L0
mpuvmhbat.CoOT1.LO

Back Finish Cancel

When the stretched cluster has completed configuration, which can take a

number of seconds, verify that the fault

domain view is as expected:
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Gefting Starled  Summary  Monitor | Manage | Related Odjects

[SHER0%] scheauied Tasks | Alarm Definibons | Tags | Permssions
| 1 !

‘ “ Virtual SAN Chuster Fault Domains [N
v Services You can group Virtual SAN hosts that could potentially tail 1ogether by creating a fault domain and assigning ane of more hosts 1o it Failure of all hosts
vSphere DRS within 3 single fault domain is treated as one fallure. If fault domains are specfied, Virual SAN will never put more than one replica of the same object in the
same fault domain
vSphere HA
~ Virtual SAN THC a =
il Facll Domain et
Diek Mansponiont Hasts not in faut domain (0 hosts)
~ Preferred (2 hosts) (Preferred fault domain for VSAN Streiched Cluster)
s [ esxn02-sitea rainpole com
a
[ esu01-sitea rainpoie com
Configuration
h " ~ Secondary (2 hosts)
Sonaral [, es1i01-sited rainpole com
Uceasing @ esui02-siteb rainpole com
Viiware EVC ~ Exernal witness host for VSAN Streiched Cluster
VMHost Groups [§ witness-01.rainpole com
VMHost Rules
VM Overrides
Host Opbons
Profies
" Shosts [~

Configure Step 6: Health Check the Stretched Cluster

Before doing anything else, use the Virtual SAN Health Check to ensure that all
the Stretched cluster health checks have passed. These checks are only visible
when the cluster has been configured, and if there are any issues with the
configuration, these checks should be of great assistance in location them.

| [ stretched.vsan | Actions ~ | =

Gefting Started  Summary | Monitor | Manage Related Objecis

[Issues | Performance | Profile Compliance | Tasks | Events | R Resenvation | Utiization [Vitual &
|« Virtual SAN Health (Last checked: Today at 13:26)
‘ PR Dinkc Test Result Test Name
Virtual Disks A Waming » Virtual SAN HCL health
Resyncing Components © Passed » Cluster health
@ Passed » Data health

Proactive Tests ® Passed » Limits health
® Passed » Network health
@ Passed » Physical disk health
@ Passed ~ Stretched dunﬁhoalh
@ Passed Cluster with multiple unicast agents.
@ Passed Fault domain number check
© Passed Host without configured unicast agent
@ Passed Some hosts do not support stretched cluster
@ Passed Stretched cluster with no disk mapping witness host
@ Passed Stretched cluster without a witness host
@ Passed Witness host inside one of the fault domains
@ Passed Witness host part of cluster
@ Passed Witness host with invalid preferred fault domain
@ Passed Witness host with non-existing fault domain
M 17items [~
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Configure Step 7: Create Host Groups

At this point, there needs to be a way of specifying which site a VM should be
deployed to. This is achieved with VM Groups, Host Groups and VM/Host
Rules. With these groups and rules, and administrator can specify which set of
hosts (i.e. which site) a virtual machine is deployed to. The first step is to
create two host groups; the first host groups will contain the ESXi hosts from
the preferred site whilst the second host group will contain the ESXi host from
the secondary site. In this setup example, a 2+2+1 environment is being
deployed, so there are two hosts in each host group. Select the cluster object
from the vSphere Inventory, select Manage, then Settings. This is where the
VM/Host Groups are created.

Navigate to cluster > Manage > VM/Host Groups. Select the option to “add” a
group. Give the group a name, and ensure the group type is “Host Group” as
opposed to “VM Group”. Next, click on the “Add” button to select the hosts
should be in the host group. Select the hosts from site A.

Add VMMHost Group Member (x)
| Fitter | (2) Selected Objects
Q Fil -
Name
[V esxi02-sitea.rainpole.com
[[] esxi01-siteb.rainpole.com
[} esxi02-siteb.rainpole.com
|V esxi01-sitearainpole.com
M 4items

OK Cancel

Once the hosts have been added to the Host Group, click OK. Review the
settings of the host group, and click OK once more to create it:
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[ {7 stretched-vsan - Create VM/Host Group )

Name: |snte~a~hostgroup ]

Type: | HostGroup |~ \

Members

[ esxi02-sitearainpole.com
@ esxi01-sitea.rainpole.com

OK Cancel

This step will need to be repeated for the secondary site. Create a host group
for the secondary site and add the ESXi hosts from the secondary site to the
host group. When hosts groups for both data sites have been created, the
next step is to create VM groups. However before you can do this, virtual
machines should be created on the cluster.
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Configure Step 8: Create VM Groups

Once the host groups are created, the initial set of virtual machines should
now be created. Do not power on the virtual machines just yet. Once the
virtual machines are in the inventory, you can now proceed with the creation
of the VM Groups. First create the VM Group for the preferred site. Select the
virtual machines that you want for the preferred site.

% Stretch-VSAN - Edit VM/Host Group

) »

[ Add || Remowe

Members

& pref-site-vm

In the same way that a second host group had to be created previously for the
secondary site, a secondary VM Group must be created for the virtual
machines that should reside on the secondary site.
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Configure Step 9: Create VM/Host Rules

Now that the host groups and VM groups are created, it is time to associate
VM groups with host groups and ensure that particular VMs run on a particular
site. Navigate to the VM/Host rules to associate a VM group with a host group.
In the example shown below, | am associating the VMs in the sec-vms VM
group with the host group called sec, which will run the virtual machines in
that group on the hosts in the secondary site.

% Stretch-VSAN - Create VM/Host Rule 2) »

Name: lsec-vm-hosts |

[¥] Enable rule.
Type: \ Virtual Machines to Hosts |~ }
Description:

Virtual machines that are members of the Cluster VM Group sec-vms should run on
host group sec.

VM Group:

| secams |+ ]
G Should run on hosts in group | v D

Host Group:

| sec [+ ]

[ OK ][ Cancel ]

One item highlighted above is that this is a “should” rule. We use a “should”
rule as it allows vSphere HA to start the virtual machines on the other side of
the stretched cluster in the event of a site failure.

Another VM/Host rule must be created for the primary site. Again this should
be a "should” rule. Please note that DRS will be required to enforce the
VM/Host Rules. Without DRS enabled, the soft “should” rules have no effect on
placement behavior in the cluster.
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Configure Step 10: Set vSphere HA Rules

There is one final setting that needs to be placed on the VM/Host Rules. This
setting once again defines how vSphere HA will behave when there is a
complete site failure. In the screenshot below, there is a section in the
VM/Host rules called vSphere HA Rule Settings. One of the settings is for VM
to Host Affinity rules. A final step is to edit this from the default of “ignore”
and change it to “vSphere HA should respect VM/Host affinity rules” as shown
below:

[ Stretch-VSAN - Edit vSphere HA Rule Settings

[] vSphere HAmust respect VM anti-affinity rules during failover
@ vSphere HAshould respect VM to Host affinity rules during failover

: -Cancel N

This setting can be interpreted as follows:

* |If there are multiple hosts on either sites, and one hosts fails, vSphere
HA will try to restart the VM on the remaining hosts on that site,
maintained read affinity.

* |If there is a complete site failure, then vSphere HA will try to restart the
virtual machines on the hosts on the other site. If the “must respect”
option shown above is selected, then vSphere HA would be unable to
restart the virtual machines on the other site as it would break the rule.
Using a “should” rule allows it to do just that.
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Verifying Virtual SAN Stretched Cluster component
layouts

That completes the setup of the Virtual SAN Stretched Cluster. The final steps
are to power up the virtual machines created earlier, and examine the
component layout. When NumberOfFailuresToTolerate = 1is chosen, a copy of
the data should go to both sites, and the witness should be placed on the
witness host.

In the example below, esx0Ol-sitea and esx02-sitea resides on site 1, whilst
esx01-siteb and esx02-siteb resides on site 2. The host witness-0O1 is the
witness. The layout shows that the VM has been deployed correctly.

vmware* vSphere Web Client

Az Updated at 1332 0 | Administralor@VSPHERE LOCAL ~ Melp

m | Actens+ Az
« o) Gemng Stated  Summary | Moaitor | Manage  Related Objects
o a a Q
§ v (3 momtvc1 rainpole.com
|~ [ SteichecDataCenter X
» ) streachosvean ¢ % 22
(R es101-s8ea rainpole com eriin raudiome oz Sart = e
(% esu01-s2eb rainpole com () Vi home [ Vinual SAN Detault Storage Pobiey  / Compliant 18082015 1538
(@ esw02.520a rainpale com & Mookt [ Vwual SAN Detautt Sorage Polcy v Comngbant 18082015 1535
] pole com

sl
Issues | Perdormance [POBCES | Tasks | Events | Utezaton

Q

» [ winess-01 rainpole com ) 2tems (o~
Comphiance Fallures | Physical Disk Placement
Test-VM-For-Stretched Cluster Componeat-PRacement - VM home : Physical Disk Placement
~-n a %
« RAD1
Component . Active u esu02-sfearainpole com I Local ATA Disk 110ATA_____ Micron_P420m2DMTFDGA S21005924-2076-8804-5044-828 {

Component [ Acve  [J esuw0t-sitedranpolecom ) LOCH ATA DisK (OATA____Micron_P420mZDMTFDGA . 52139e44-0c43-8550-1143-062
Witness W Acve [ wmness-0tranpolecom ) Local Viware Disk (mprvmhsal CO T210) S2¢160C7-9959-4504-1849-700 . |

" dems (v

As we can clearly see, one copy of the data resides on storage in sitel, a
second copy of the data resides on storage in site2 and the witness
component resides on the witness host and storage on the witness site.
Everything is working as expected.

Warning: Disabling and re-enabling of VSAN in a stretched cluster
environment has the following behaviors:

The witness configuration is not persisted. When recreating a stretched cluster
VSAN, the witness will need to be re-configured. If you are using the same
witness disk as before, the disk group will need to be deleted. This can only be
done by opening an SSH session to the ESXi host, logging in as a privileged
user and removing the disk group with the esxcli vsan storage remove
command.
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The fault domains are persisted, but VSAN does not know which FD is the
preferred one. Therefore, under Fault Domains, the secondary FD will need to
be moved to the secondary column as per of the reconfiguration.

Management and Maintenance

The following section of the guide covers considerations related to
management and maintenance of a Virtual SAN Stretched Cluster
configuration.

Maintenance Mode Consideration

When it comes to maintenance mode in the Virtual SAN Stretched Cluster
configuration, there are two scenarios to consider; maintenance mode on a
site host and maintenance mode on the witness host.

Maintenance mode on a site host

Maintenance mode in Virtual SAN Stretched Clusters is site specific. All
maintenance modes (Ensure Accessibility, Full data migration and No data
migration) are all supported. However, in order to do a Full data migration,
you will need to ensure that there are enough resources in the same site to
facilitate the rebuilding of components on the remaining node on that site.

Maintenance mode on the witness host

Maintenance mode on the witness host should be an infrequent event, as it
does not run any virtual machines. Maintenance mode on the witness host only
supports the No data migration option. Users check that all virtual machines
are in compliance and that there is no ongoing failure before doing
maintenance on the witness
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Failure Scenarios

In this section, we will discuss the behavior of the Virtual SAN Stretched
Cluster when various failures occur. In this example, there is a 1+1+1 Stretched
VSAN deployment. This means that there is a single data host at site 1, a single
data host at site 2 and a witness host at a third site.

Virtual SAN Cluster Fault Domains

You can group Virtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it. Failure of all hosts within a single fault domain is
treated as one failure. If fault domains are specified, Virtual SAN will never put more than one replica of the same objectin the same fault domain.

—-=a (Qriter ~
Fault Domain/Host
Hosts notin fault domain (0 hosts)
~ Secondary (1 host)
[ cs-ie-dell04.ie.local
~ Preferred (1 host) (Preferred fault domain for VSAN Stretched Cluster)
[ cs-ie-dellot.ie.local
~ External witness host for VSAN Stretched Cluster
[ cs-e-dello3.ie.local

A single VM has also been deployed. When the Physical Disk Placement is
examined, we can see that the replicas are placed on the preferred and

secondary data site respectively, and the witness component is placed on the
witness site:

{y WakI2e2am | Actons v =
Caftng Ctarled  Summary | Memitor | M3N306  Rolsted Objacts
tsues | Performance [POICRST Tasks | Evess | Unizaton
¢ % Q
£3 Whome [ Vital SAH Detauh Storage Polky v Compiont 22972015 1415
& Harg dek 1 3 Wuat SAN Detaun Starage Poliey + Comgaiant 220720151215
" 2nems (3=
Compliace Pares. | Physicol Dvsk Placessent
WZK1242 v - Mard disk 1 : Physical Disk Placement
-—g a
e au 5282 0R44260.4216.00. 33 Loca ATADISK MOATA__ 1910041
RAD 1
Compzaant @ LoIFUSD.  52431405-6203 9. O LeeMATADISK(MOATA S224M2e-8740- 927033
Component @ LoIFUSIO. 5208324009041 5 @ Loca ATADISK(HOATA £2421909-CT43.0M-H25-507 402 10C9

The next step is to introduce some failures and examine how Virtual SAN
handles such events. Before beginning these tests, please ensure that the

Virtual SAN Health Check Plugin is working correctly, and that all VSAN Health
Checks have passed.

Note: In a 1+1+1 configuration, a single host failure would be akin to a complete
site failure.

The health check plugin should be referred to regularly during failure scenario
testing. Note that alarms are now raised in version 6.1 for any health check that
fails. Alarms may also be reference at the cluster level throughout this testing.

Finally, when the term site is used in the failure scenarios, it implies a fault
domain.
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How read locality is established after failover to other site?

A common guestion is how read locality is maintained when there is a failover.
This guide has already described read locality, and how in a typical Virtual
SAN deployment, a virtual machine reads equally from all of its replicas in a
round-robin format. In other words, if a virtual machine has two replicas as a
result of being configured to tolerate one failure, 50% of the reads come from
each replica. This algorithm has been enhanced for stretch clusters so that
100% of the reads comes from the local storage on the local site, and the
virtual machine does not read from the replica on the remote site. This avoids
any latency that might be incurred by reading over the link to the remote site.
The result of this behavior is that the data blocks for the virtual machine are
also cached on the local site.

In the event of a failure or maintenance event, the virtual machine is restarted
on the remote site. The 100% rule continues in the event of a failure. This
means that the virtual machine will now read from the replica on the site to
which it has failed over. One consideration is that there is no cached data on
this site, so cache will need to warm for the virtual machine to achieve its
previous levels of performance.

When the virtual machine starts on the other site, either as part of a vMotion
operation or a power on from vSphere HA restarting it, Virtual SAN
instantiates the in-memory state for all the objects of said virtual machine on
the host where it moved. That includes the “owner” (coordinator) logic for
each object. The owner checks if the cluster is setup in a “stretch cluster”
mode, and if so, which fault domain it is running in. It then uses the different
read protocol — instead of the default round-robin protocol across replicas (at
the granularity of TMB), it sends 100% of the reads to the replica that is on the
same site (but not necessarily the same host) as the virtual machine.
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Single data host failure - Secondary site

The first test is to introduce a failure on a host on one of the data sites, either
the “preferred” or the “secondary” site. The sample virtual machine deployed
for test purposes currently resides on the preferred site.

oooen
oDooom
oite 1 Site 2
(Active) (Active)

£

Site 3

In the first part of this test, the secondary host will be rebooted, simulating a
temporary outage.

[ cs-ie-dellod.ie.local - Reboot Host (?)

You have chosen to reboot host cs-ie-dellD4.ie.local

Log a reason for this reboot operation:

secondary site test ...

This hostis notin maintenance mode.

A Shutting down or rebooting a host that is notin maintenance mode will not
safely stop the running virtual machines on this host. If the hostis partofa
Virtual SAN cluster, you might lose access to the Virtual SAN data on the host.
Putthe hostin maintenance mode before you reboot or shut down the host.

Reboot the selected host?

[ ok || cancel |

There will be some power and HA events related to the secondary host visible
in the vSphere web client Ul. Change to the Physical Disk Place view of the
virtual machine. After a few moments, the components that were on the
secondary host will go “Absent”, as shown below:
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| Nawgator - X Gwaizaam | A - =
4 Home ° GemngStartad  Summary | Moaitor | Msnage  Related Objects
v @ 8 g

.
. P Tasks | E r—
P (B evsryoyreey issues | Pertomance OIS Tasks | Evens | Usizason

- [y svetch.oC

[} Qi

3 Wnome B2} Vimsl S50 Defoutt Storage Poacy v Compliant

5 Marg aisk 1 (53 Vimsal Sa Detaust Storage Poacy + Compliant
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WK1 202900 - Hard disk 1 : Physical Disk Placement

== Q
> 1v Component Seae e Flanh Oisk Name Flaan O Uk [y —
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However, the virtual machine continues to be accessible. This is because there
is a full copy of the data available on the host on the preferred site, and there

are more than 50% of the components available. Open a console to the virtual
machine and verify that it is still very much active and functioning.

Since the ESXi host which holds the compute of the virtual machine is
unaffected by this failure, there is no reason for vSphere HA to take action.

At this point, the VSAN Health Check plugin can be examined. There will be
quite a number of failures due to the fact that the secondary host is no longer
available, as one might expect.

vmware® vSphere Web Client  #i= Updated #1308 ©) | ASminisYSICR@VSPHERELOCAL v | Help
Getting Staded  Summary | monttor | Manage  Related Ocjects
Issves | Perkemance | Profie Compaance | Tasks | Eveats | Resource Resenason | Ualizason VM SAN'
Virtual SAN Health (Last checked: Today at 13:12) Rotst
Physical Disks Test Test Mama
Yitestius Q Fales » Cluster neath
Resyncing Componants © Faied » Dats heat
O Faled + Uimits heath
Proactive Tests Q Falea » Network heatn
© Falea b Physical sk hoaln
& wamng b Viual SAN HCL hasith
© Passec » Streiched custer health
o Tnems (3~

Further testing should not be initiated until the secondary host has completed
a reboot and has successfully rejoined the cluster. All “Failed” health check
tests should show OK before another test is started. Also confirm that there
are no “Absent” components on the VMs objects, and that all components are
once again Active.

STORAGE and AVAILABILITY Documentation / 8 3



Virtual SAN Stretched Cluster Guide

Single data host failure - Preferred site

This next test will not only check VSAN, but it will also verify vSphere HA
functionality, and that the VM to Host affinity rules are working correctly. If
each site has multiple hosts, then a host failure on the primary site will allow
vSphere HA to start the virtual machine on another host on the same site. In
this test, the configuration is 1+1+1 so the virtual machine will have to be
restarted on the secondary site. This will also verify that the VM to Host
affinity “should” rule is working.

Site 1
(Active)

Site 3

A reboot can now be initiated on the preferred host. There will be a number of
vSphere HA related events. As before, the components that were on the
preferred host will show up as “Absent”:

™ T ~

GemngStated  Summary | Moamtor | Manage  Related Objects

~ Voo - ~
Issues | Parrmance [PoNEies’| Tasks | Events | Unizaton

Lant Crecames

220112015 1827

201051527

D!
i Detault S30rage Policy

ae i

v (csse-coma3 i socal L 2mems [~
Compliance Fallures = Physical Disk Placement

W2K12.r2.vm - Hard disk 1 : Physical Dak Placemant

Flash Dok Harre Flesh Disk Ui HOD Dish e HOD Disk Ui

Cormeeract & .
wmness @ Ao [ csdeceli0ll. @ LocalFUSI.  62848715-104-4260-4216-063 B Local ATADISK (OATA__

0 W Acie [ codedelddi. 3 LocslFUSL.  52431406.8062-5580-5162-7269.. [ Local ATADISk MOATA__
Component B Avsent Objectnotfound 3 Objectnotl.  Objectnotfound &2 Objectnotound

b2e-8740-18a8-a0c 1-40e0.
CT43-0M-9905-50744

Since the host on which the virtual machine’s compute resides is no longer
available, vSphere HA will restart the virtual machine on another the host in
the cluster. This will verify that the vSphere HA affinity rules are “should” rules
and not “must” rules. If “must” rules are configured, this will not allow vSphere
HA to restart the virtual machine on the other site, so it is important that this
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test behaves as expected. “Should” rules will allow vSphere HA to restart the
virtual machine on hosts that are not in the VM/Host affinity rules when no
other hosts are available.

Note that if there were more than one host on each site, then the virtual
machine would be restarted on another host on the same site. However, since
this is a test on a 1+1+1 configuration, there are no additional hosts available on
the preferred site. Therefore the virtual machine is restarted on a host on the
secondary site after a few moments. If you are testing this behavior on

As before, wait for all issues to be resolved before attempting another test.
Remember: test one thing at a time. Allow time for the secondary site host to
reboot and verify that all absent components are active, and that all health
check tests pass before continuing.
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Single witness host failure - Witness site

This is the final host failure test. In this test, the witness host (or virtual

machine depending on the implementation) will be rebooted, simulating a
failure on the witness host.

Site 3

This should have no impact on the run state of the virtual machine, but the
witness components residing on the witness host should show up as “Absent”.

First, verify which host is the witness host from the fault domains

configuration. In this setup, it is host cs-ie-dellO3.ie.local. It should be labeled
“External witness host for Virtual SAN Stretched Cluster”.

Virtual SAN Cluster Fault Domains

You can group Virtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it. Failure of all hosts within a single fault domain is
treated as one failure. If fault domains are specified, Virtual SAN will never put more than one replica of the same objectin the same fault domain.

== (@ Filter -
Fault Domain/Host
Hosts notin fault domain (0 hosts)
~ Secondary (1 host)
[ cs-ie-dell0d.ielocal
v Preferred (1 host) (Preferred fault domain for VSAN Stretched Cluster)
[ cs-ie-dell0t.ie.local
v External witness host for VSAN Stretched Cluster
[ cs-ie-dell03.ie local

After verifying that there are no absent components on the virtual machine,
and that all health checks have passed, reboot the witness host:
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@ cs-ie-delio3.ie.local - Reboot Host (?)

You have chosen to reboot host cs-ie-dell03.ie.local

Log a reason for this reboot operation:

VSAN stretched cluster witness test...

This hostis notin maintenance mode.

& Shutting down or rebooting a host thatis notin maintenance mode will not
safely stop the running virtual machines on this host. If the hostis partofa
Virtual SAN cluster, you might lose access to the Virtual SAN data on the host.
Putthe hostin maintenance mode before you reboot or shut down the host.

Reboot the selected host?

[ OK ][ Cancel ]

After a short period of time, the witness component of the virtual machine will
appear as “Absent”:

Navigator B ChwaKizrzym  Atcas v =
4 Home Qo) Gefting Started  Summary | Monitor | Mansge  Related Objects
v a8 8 8 :
v (B ievcs0-10)8 loca Issues | Pertormance [PORCISS | Tasks | Events | Usizaton
ot
() Q -
Nama Vi SwmsgePoby  Campll ance Siana Ap—
£ WM nome (3 Vituat SAN Detault Storage Policy « Comeiiant 2200772015 1533
£ Haaask1 % Virtual SAN Datault S30rage Policy v Compiiant 2207120151533
L] 2nems (3~
Compliance Famures | Physical Disk Plocement
W2K1 2129 - Hard disk 1 : Physical Disk Placement
ol | ar
Tro Compoeart Saate ew Fiawn O tiama Fash O i OO O pisma YOO OV Wi
Witness | Avsent Objectnotfound 23 Object notfound Object ot tound 2 Objectnotfound £2051494.9580.¢
v RAD1
Component . Actret n C540-30003 | & Local FUSIONIO Disk (e & 52431203-5003-9580-0162-7269 & Local ATADIsK (M0 ATA___ £22am20-8740-°
Componeat | A () csdecem0ti. @ Local FUSIONIO Disk (sulc . 52c83240-0901-4ct5-0050-6240. () Local ATADISK(HOATA__ . 524b1080-c743-

The virtual machine is unaffected and continues to be available and accessible.

Rule for virtual machine object accessibility: at least one full copy of the data
must be available, and more than 50% of the components that go to make up
the object are available.

Wait for the witness host to reboot. Verify that all virtual machine components

are Active and that all of the Virtual SAN Health Checks pass before
continuing with further testing.
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Network failure - Data Site to Data Site

Before beginning this test, please revisit the vSphere HA configuration settings
and ensure that the Host Isolation Response and Host Isolation address are
configure correctly. Also, if there are non-VSAN datastores in your
environment (NFS, VMFS), ensure that Datastore Heartbeats are disabled
using the instructions earlier in this guide. As before, this test is on a 1+1+1
Virtual SAN Stretched Cluster. This test will simulate a network failure on a
data site with a running virtual machine.

Site 3

To test this functionality, there are various ways to cause it. Once could simply
unplug the VSAN network from the host or indeed the switch. Alternatively,
the physical adapter(s) used for VSAN traffic are moved from active to
“unused” for the VSAN VMkernel port on the host running the virtual machine.
This can be done by editing the “Teaming and failover” properties of the
VSAN traffic port group on a per host basic. In this case, the operation is done
on a host on the “preferred” site. This results in two components of the virtual
machine object getting marked as absent since the host can no longer
communicate to the other data site where the other copy of the data resides,
nor can it communicate to the witness.

vmware* vSphere Web Client L Updaled at 1431 ) | Administralor@VSPHERELOCAL = | Help

N (B waKI2a29m | ctons -
Gelting Starded  Sumenary | Monitor | Manage  Related Objects

..... Comphance St

(& Vintual SAN Defaum Storage Policy « Compliant 220072015 1636
(3 Vinual SAN Defautt Storage Policy + Compliant 220712015 16:36

v [l cs-te-g8i03 le Jocal 2nems (S~

Compliance Falues | Physical Disk Placement

w2k 12.42.9m - Hard disk 1 : Phiysical Desk Placement
R Q -
Tyve 1v HEO Dok Narme

witness 216013 Q3 L0¢3l ATADISK (MOATA__

- RAD1
Component B Avsent @ cie-coidel OB Local FUSIONIO Disk(ould  £2431400-6063-959 & Local ATADIsk (HOATA__

Comeonent W Actie [ csleceliOli. B Local FUSIONIO Disk(eulc.  S2053240-0R9(-4cS-8050-6240. () Local ATADISk (MOATA__ . 5240teed-cTd3-
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From a vSphere HA perspective, since the host isolation response IP address is
on the VSAN network, it should not be able to reach the isolation response IP
address. The console to the virtual machine is also inaccessible at this time.

Note: Simply disabling the VSAN network service will not lead to an isolation
event since vSphere HA will still be able to use the network for communication.

This isolation state of the host is a trigger for vSphere HA to implement the
isolation response action, which has previously been configured to “Power off
VMs and restart’. The virtual machine should then power up on the other site.
If you navigate to the policies view after the virtual machine has been
restarted on the other host, and click on the icon to check compliance, it
should show that two out of the three components are now available, and
since there is a full copy of the data, and more than 50% of the components
available, the virtual machine is accessible. Launch the console to verify.

Note: It would be worth including a check at this point to ensure that the
virtual machine is accessible on the VM network on the new site. There is not
much in having the virtual machine failover to the remaining site and not being
able to reach it on the network.

Remember that this is a simple 1+1+1 configuration of Virtual SAN Stretched
Cluster. If there were additional hosts on each site, the virtual machine should
be restarted on hosts on the same site, adhering to the VM/Host affinity rules
defined earlier. Because the rules are “should” rules and not “must” rules, the
virtual machine can be restarted on the other site when there are no hosts
available on the site to which the virtual machine has affinity.

Once the correct behavior has been observed, repair the network.

Note that the VM/Host affinity rules will trigger a move of the virtual
machine(s) back to hosts on the preferred site. Run a VSAN Health Check test
before continuing to test anything else. Remember with
NumberOfFailuresToTolerate = 1, test one thing at a time. Verify that all absent
components are active and that all health check tests pass before continuing.
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Data network test with multiple ESXi hosts per site

If there is more than one host at each site, you could try setting the uplinks for
the VSAN network to “unused” on each host on one site. What you should
observe is that the virtual machine(s) is restarted on another host on the same
site to adhere to the configured VM/Host affinity rules. Only when there is no
remaining host on the site should the virtual machine be restarted on the other
site.

Data network test on host that contains virtual machine data only

If the network is disabled on the ESXi host that does not run the virtual
machine but contains a copy of the data, then the virtual machines on the
primary site will only see one absent component. In this case the virtual
machine remains accessible and is not impact by this failure. However, if there
are any virtual machines on the secondary host running on the VSAN
datastore, these will suffer the same issues seen in the previous test.

vmware* vSphere Web Client = Updaled st 1431 ) | Administraloe@VSPHERELOCAL = |
. Mavgator l:\‘ Cp wazazom | Actons = e |
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rame VA1 Samage Puiey e S -

3 VM home £ Virtuat SAN Detault Storage Policy  Comphiant 220772015 1631

&5 Harg aisk 1 3 Vinual SAN Detaunt Stacage Policy v Comgpliant 220772015 1631

L) 2mems [~

Comglance Failures | Physical Disk Placement
W2Kk12.12.vm - Hard disk 1 : Physical Disk Placement

- g Q

Comesnen b o Fiawn Gl N O s 00 Ot
| ‘et @ coiecen0dr 3 Local FUSIONIO Disk (eul £2848715-1093.4250.4216-012 (33 LOCM ATA Disk (MOATA 52044394-9580-¢

RONLCIS.0050-6240 [ Lo ATA Desk MO ATA__

12-0500-0160-7260 . (3} Local ATADISK (MOATA_  5224f2e-8740-"

After the test, repair the network, and note that the VM/Host affinity rules will
trigger a move of the virtual machine(s) back to hosts on the preferred site.
Run a VSAN Health Check test before continuing to test anything else.
Remember with NumberOfFailuresToTolerate = 1, test one thing at a time.
Verify that all absent components are active and that all health check tests
pass before continuing.
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Network failure - Data Site to Witnhess Site

In this test, the VSAN network is disabled on the witness site.

Site 3

As per the previous test, for physical witness hosts, the VSAN network can be
physical removed from either the host or the network switch. Alternatively, the
uplinks that are used for the VSAN network can be set to an “unused” state in
the “Teaming and failover” properties of the VSAN network port group.

If the witness host is an ESXi VM, then the network connection used by VSAN
can simply be disconnected from the virtual machine.

The expectation is that this will not impact the running virtual machine since
there is one full copy of the data must be available, and more than 50% of the
components that go to make up the object are available.

Once the behavior has been verified, repair the network, and run a VSAN
Health Check test before continuing with further tests. Test one thing at a time.
Verify that all absent components are active and that all health check tests
pass before continuing.
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Disk failure - Data Site host

In this test, a disk is failed on one of the hosts on the data site. This disk will
contain one of the components belonging to an object that is part of the
virtual machine. The expectation is that this will not impact the running virtual
machine since there is one full copy of the data still available, and more than
50% of the components that go to make up the object are available. The
missing data component will show up as absent in the vSphere web client Ul.

Disk failure - Witness host

In this test, a disk is failed on the host on the witness site. The expectation is
that this will not impact the running virtual machine since both copies of the
data are still available, and more than 50% of the components that go to make
up the object are available. The witness component will show up as absent in
the vSphere web client UI.

VM provisioning when a sites is down

If there is a failure in the cluster, i.e. one of the sites is down; new virtual
machines can still be provisioned. The provisioning wizard will however warn
the administrator that the virtual machine does not match its policy as follows:

Compatibility:

ZIX Datastore does not match current VI policy.
This storage policy requires atleast 3 fault domains with hosts contributing storage but only 2 were found

In this case, when one site is down and there is a need to provision virtual
machines, the ForceProvision capability is used to provision the VM. This
means that the virtual machine is provisioned with a
NumberOfFailuresToTolerate = O, meaning that there is no redundancy.
Administrators will need to rectify the issues on the failing site and bring it
back online. When this is done, Virtual SAN will automatically update the
virtual machine configuration to NumberOfFailuresToTolerate = 1, creating a
second copy of the data and any required witness components.
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Replacing a failed witness host

Should a witness host fail in the Virtual SAN stretch cluster, a new witness host
can easily be introduced to the configuration. If the witness host fails, there
will be various health check failures, and all withess components will show up
as absent, but all virtual machine continue to be available since there is a full
copy of the virtual machine object data available as well as greater than 50%
of the components (consider NumberOfFailuresToTolerate=1, there will be 2
replica copies available, implying 66% component availability).

At this point, the failed witness needs to be removed from the configuration.
Navigate to Cluster > Manage > Virtual SAN > Fault Domains. For this
particular test, a 2+2+1 configuration is used, implying two ESXi hosts in the
“preferred” data site, two ESXi hosts in the “secondary” data site and a single
witness host.

[§ AF-VSAN-stretch | Actions ~

il
Ic

Getting Started Summary  Monitor ‘ Manage ‘ Related Objects

[Senings | Scheduled Tasks l Alarm Definitions ‘ Tags ‘ Permissions

« Virtual SAN Cluster Fault Domains

v Services You can group Virtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it.

vSphere DRS Failure of all hosts within a single fault domain is treated as one failure. If fault domains are specified, Virtual SAN will never put
more than one replica of the same objectin the same fault domain.

vSphere HA S

[ : :

+ Virtual SAN X =Ec (QFiter  ~
General Fault Domain/Host

Disk Management Hosts notin fault domain (0 hosts)

Health

4

Secondary (2 hosts)
[ cs-ie-dello4.ie.local

[ cs-ie-dello3.ie.local
w Configuration

<

Preferred (2 hosts) (Preferred fault domain for VSAN Stretched Cluster)

General [ cs-ie-dell0t.ielocal
Licensing @ cs-ie-dello2ie.local
VMware EVC

~ External witness host for VSAN Stretched Cluster
VM/Host Groups [@ ie-vsanwitness-02.ie.local
VM/Host Rules

VM Overrides
Host Options

Profiles

" 5 hosts Q =

The failing witness host can be removed from the Virtual SAN Stretched
Cluster via the Ul (red X in fault domains view).

Confirm Witness Host Removal

Removing the Witness host from the VSAN Stretched Cluster will
leave itin @ misconfigured state. You will still be able to use the

(L two fault domains.

Remove witness host from VSAN Stretched Cluster?

Yes
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The next step is to rebuild the VSAN stretched and selecting the new witness
host. In the same view, click on the “configure stretched cluster” icon. Align
hosts to the preferred and secondary sites as before. This is quite simple to do
since the hosts are still in the original fault domain, so simply select the
secondary fault domain and move all the hosts over in a single click:

[ AF-VSAN-Stretch - Configure VSAN Stretched Cluster (?)
1 Configure fault domains Configure fault domains
Divide the hosts in 2 fault domains that will be used for configuring VSAN stretched cluster.
2 Selecta witness host
Claim a disk group on ; i
= Preferred fault domain @) Secondary fault domain @)
4 Ready to complete Name: |Preferred Name: | Secondary
| Q Filter - | Q Filter -
Fault Domain/Host Fault Domain/Host
~ Preferred (2 hosts) ~ Secondary (2 hosts)
[ cs-ie-dellot.ielocal [ cs-ie-dello4.ielocal
@ cs-ie-dell02.ie local [ cs-ie-dell03.ie.local
M 2hosts [~ M 2hosts =~
Next Finist Cancel

Select the new witness host:

[ AF-vSAN-Stretch - Configure VSAN Stretched Cluster @
+ 1 Configure fault domains Selecta witness host
Select a hostwhich will store all the witness components for this VSAN Stretched Cluster.
B 2 Selecta witness host
Claim a disk group on (
witness host | @ Search

4 Ready to complete r .
L, v (7 ie-vesa-10.ie.local

v [l stretch-DC
» [ AF-VSAN-Stretch

Ri itn TIERCH Select a hostto act as witness for the VSAN Stretched
le-vsanwitness-1 1e.local

Cluster.
[@ ievsanwitness-02.ie.local

The witness host must not be in any VSAN enabled
cluster and must have atleast one VMkernel adapter
with VSAN traffic enabled, with connection to all hosts
in the cluster.

Compatibility

V] Compatibility checks succeeded.

Back Next

Cancel

Create the disk group and complete the Virtual SAN Stretched Cluster
creation.
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On completion, verify that the health check failures have resolved. Note that
the Virtual SAN Object health test will continue to fail as the witness
component of VM still remains “Absent”. When Clomd timer expires after a
default of 60 minutes, witness components will be rebuilt on new witness host.
Rerun the health check tests and they should all pass at this point, and all
witness components should show as active.

Recovering from a complete site failure

The descriptions of the host failures previously, although related to a single
host failure, are also complete site failures. VMware has modified some of the
Virtual SAN behavior when a site failure occurs and subsequently recovers. In
the event of a site failure, Virtual SAN will now wait for some additional time
for “all” hosts to become ready on the failed site before it starts to sync
components. The main reason is that if only some subset of the hosts come up
on the recovering site, then Virtual SAN will start the rebuild process. This may
result in the transfer of a lot of data that already exists on the nodes that
might become available at some point in time later on.

VMware recommends that when recovering from a failure, especially a site
failure, all nodes in the site should be brought back online together to avoid
costly resync and reconfiguration overheads. The reason behind this is that if
Virtual SAN bring nodes back up at approximately the same time, then it will
only need to synchronize the data that was written between the time when the
failure occurred and the when the site came back. If instead nodes are
brought back up in a staggered fashion, objects might to be reconfigured and
thus a significant higher amount of data will need to be transferred between
sites.
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Appendix A: Additional Resources

A list of links to additional Virtual SAN resources is included below.

e Virtual SAN 6.0 Proof Of Concept Guide
e Virtual SAN 6.1 Health Check Plugin Guide
e Virtual SAN Stretched Cluster Bandwidth Sizing Guidance

* Tech note: New VSAN 6.0 snapshot format vsanSparse
* Virtual SAN 6.0 Design and Sizing Guide

* Virtual SAN 6.0 Troubleshooting Reference Manual

* RVC Command Reference Guide for Virtual SAN

* Virtual SAN Administrators Guide

* Virtual SAN 6.0 Performance and Scalability Guide

Location of the Witness Appliance OVA

The Witness appliance OVA is located on the Drivers & Tools tab of VSAN
download page. There you will find a section called VMware Virtual SAN tools
& plug-ins. This is where the "Stretch Cluster Witness VM OVA" is located. The
URL is:

https://my.vmware.com/web/vmware/info/slug/datacenter cloud infrastruct
ure/vmware virtual san/6 O#drivers tools
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Appendix B: CLI Commands for Virtual
SAN Stretched Cluster

ESXCLI

New ESXCLI commands for Virtual SAN Stretched Cluster.

esxcli vsan cluster preferredfaultdomain

Display the preferred fault domain for a host:

[root@cs-ie-dellO4:~] esxcli vsan cluster preferredfaultdomain
Usage: esxcli vsan cluster preferredfaultdomain {cmd} [cmd options]

Available Commands:
get Get the preferred fault domain for a stretched cluster.
set Set the preferred fault domain for a stretched cluster.

[root@cs-ie-dellO4:~] esxcli vsan cluster preferredfaultdomain get
Preferred Fault Domain Id: aO54ccb4-ff68-4c73-cbc2-d272d45e32df
Preferred Fault Domain Name: Preferred

[root@cs-ie-dellO4:~]

esxcli vsan cluster unicastagent

An ESXi host in a Virtual SAN Stretched Cluster communicated to the witness
host via a unicast agent over the VSAN network. This command can add,
remove or display information about the unicast agent, such as network port.

[root@cs-ie-dell02:~] esxcli vsan cluster unicastagent
Usage: esxcli vsan cluster unicastagent {cmd} [cmd options]

Available Commands:

add Add a unicast agent to the Virtual SAN cluster configuration.
list List all unicast agents in the Virtual SAN cluster configuration.
remove Remove a unicast agent from the Virtual SAN cluster configuration.

[root@cs-ie-dell02:~] esxcli vsan cluster unicastagent list
IP Address Port

172.3.0.16 12321
[root@cs-ie-dell02:~]
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RVC - Ruby vSphere Console

The following are the new stretched cluster RVC commandes:

vsan.stretchedcluster.config_witness

Configure a witness host. The name of the cluster, the witness host and the
preferred fault domain must all be provided as arguments.

/localhost/Site-A/computers> vsan.stretchedcluster.config_witness -h
usage: config_witness cluster witness_host preferred_fault_domain
Configure witness host to form a Virtual SAN Stretched Cluster
cluster: A cluster with virtual SAN enabled
witness_host: Witness host for the stretched cluster
preferred_fault_domain: preferred fault domain for witness host
--help, -h:  Show this message
/localhost/Site-A/computers>

vsan.stretchedcluster.remove_witness

Remove a witness host. The name of the cluster must be provided as an
argument to the command.

/localhost/Site-A/computers> vsan.stretchedcluster.remove_witness -h
usage: remove_witness cluster
Remove witness host from a Virtual SAN Stretched Cluster

cluster: A cluster with virtual SAN stretched cluster enabled

--help, -h:  Show this message

vsan.stretchedcluster.witness_info
Display information about a witness host. Takes a cluster as an argument.

/localhost/Site-A/computers> Is
O Site-A (cluster): cpu 100 GHz, memory 241 GB
1 cs-ie-dellO4.ie.local (standalone): cpu 33 GHz, memory 81 GB

/localhost/Site-A/computers> vsan.stretchedcluster.witness_info O
Found witness host for Virtual SAN stretched cluster.

- e +

| Stretched Cluster | Site-A |

S —— e +

| Witness Host Name | cs-ie-dellO4.ie.local |

| Witness Host UUID | 55684ccd-4ea7-002d-c3a9-ecf4bbd59370 |
| Preferred Fault Domain | Preferred |

| Unicast Agent Address | 172.3.0.16 |

+ +- +
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